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К вопросу об этических аспектах внедрения систем 
искусственного интеллекта в здравоохранении 
Д.Е. Шарова, В.В. Зинченко, Е.С. Ахмад, О.А. Мокиенко, А.В. Владзимирский, С.П. Морозов
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Российская Федерация

АННОТАЦИЯ
Рассматриваются этические вопросы применения в ходе жизненного цикла систем искусственного интеллекта; 

представлена актуальная информация о мировых и отечественных тенденциях в этой сфере. Описан международ-
ный и национальный опыт в области этических вопросов применения систем искусственного интеллекта в здраво-
охранении; разобраны международные и национальные стратегии развития искусственного интеллекта в здраво-
охранении, где особое внимание уделяется национальному развитию, и выявлены основные тенденции, сходства 
и различия между стратегиями. Описаны также этические составляющие процесса клинических испытаний систем 
искусственного интеллекта в России, в рамках которых оцениваются их безопасность и эффективность. В рамках 
передового отечественного опыта по техническому регулированию систем искусственного интеллекта, аналогов 
которому нет в мире, представлены работы по унификации и стандартизации требований, используемые при раз-
работке, тестировании и эксплуатации систем искусственного интеллекта в здравоохранении и уникальный опыт 
России в части сертификационных требований к медицинским изделиям, использующим технологии искусствен-
ного интеллекта.

Особо подчёркнута важность построения успешной системы здравоохранения в области технологий искусствен-
ного интеллекта, которая способствует укреплению доверия и соблюдению этических норм.
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On the issue of ethical aspects of the artificial 
intelligence systems implementation in healthcare
Daria S. Sharova, Viktoria V. Zinchenko, Ekaterina S. Akhmad, Olesia A. Mokienko, 
Anton V. Vladzymyrskyy, Sergey P. Morozov
Moscow Center for Diagnostics and Telemedicine, Moscow, Russian Federation

ABSTRACT
This article aimed to analyze the ethical issues associated with different stages in the life-cycle of artificial intelli-

gence (AI) systems and provide up-to-date information about global and domestic trends in this subject. Described herein 
are the international and national experiences with ethical issues of AI systems used in healthcare. In addition, the inter-
national and national strategies for the development of AI in healthcare are analyzed, with a focus on national develop-
ment. Moreover, the main trends, similarities, and differences between strategies are identified. Furthermore, the ethical 
components of the clinical trial process are described to evaluate the safety and efficacy of AI systems in Russia. Domestic, 
state-of-the-art, and globally unique experience in the technical regulation of AI systems is shown on unification papers 
and standardization of requirements for the development, testing, and operation of AI systems in healthcare are presented; 
finally, the unparalleled Russian experience in certification requirements for AI-based medical devices is demonstrated. 
Furthermore, the article summarizes the main conclusions and emphasizes the importance of a strong successful health-
care system based on AI technologies that build trust and compliance with ethical standards.
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关于在医疗保健中实施人工智能系统的伦理方面
Daria S. Sharova, Viktoria V. Zinchenko, Ekaterina S. Akhmad, Olesia A. Mokienko,  
Anton V. Vladzymyrskyy, Sergey P. Morozov
Moscow Center for Diagnostics and Telemedicine, Moscow, Russian Federation

简评

考虑了人工智能系统在生命周期中使用的伦理问题，介绍了该领域世界和国内趋势的相关

信息。 描述了在医疗保健中使用人工智能系统的伦理问题领域的国际和国家经验； 分析了

医疗保健人工智能发展的国际和国家战略，特别关注国家发展，并确定了战略之间的主要趋

势、异同。 还描述了俄罗斯人工智能系统临床试验过程的伦理组成部分，并在其框架内评

估了其安全性和有效性。 人工智能系统技术监管方面国内先进经验的框架下，致力于在医

疗领域人工智能系统的开发、测试和运行中使用的要求的统一和标准化，以及独特的人工智

能系统的技术规范。介绍了俄罗斯在医疗器械认证要求方面的经验，使用人工智能技术。 

特别强调了在人工智能技术领域建立成功的医疗保健系统的重要性，这有助于建立信任和

遵守道德标准。 

关键词：临床伦理； 人工智能; 标准化; 临床试验。 
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INTRODUCTION
According to GOST R 59277-2020, artificial intelligence 

(AI) is defined as a set of technological solutions that simu-
lates human cognitive functions, including self-learning, 
identifying solutions without a predetermined algorithm, and 
achieving insight, thereby obtaining results that are compa-
rable at least to human intellectual activity. Thus, systems 
based on AI technologies have certain characteristics, such 
as the ability to “evolve” and apply “new knowledge.” This 
imposes on society the responsibility to develop new ethical 
standards for the application of such systems, such as those 
that help physicians diagnose diseases and make decisions 
to provide substantial help in medicine. AI systems must be 
effective (due to their variety of options), safe, and assured 
by regulatory control, including ethical standards (develop-
ment of a code of ethics and national and international ethical 
standards for using AI technologies in medicine) and techni-
cal regulation that are subjected to reforms and updates. 
Despite their similarity to a black box, AI systems should not 
cause distrust as their use the benefits are much greater, 
such as handling staff shortages and obtaining independent 
second opinion due to the emerging well-established norms 
and rules.

The development of AI systems brings forth ethical is-
sues regarding the impact on decision-making processes 
and interactions in medicine and the overall healthcare 
system [1]. Even with the use of AI systems, human rights 
should be respected, which requires systematic ethical dis-
cussions; certain ethical standards must be established for 
their global application [2].

The ethical part is a characteristic of all stages of the AI 
lifecycle, a set of processes from the development (scientific 
and clinical research, design, and creation) and operation 
(market launch, financing, maintenance, monitoring, and 
performance evaluation) to the withdrawal from an opera-
tion. Bearing in mind the ethical issues during the interaction 
of objects with AI systems is of particular relevance. In this 
case, objects involved with AI systems are defined as any 
party that is involved in any of the stages of the AI lifecycle, 
such as legal and physical persons, including researchers, 
scientists, physicians, data processing specialists, engi-
neers, information technology (IT) specialists, commercial 
and public companies, universities, and research centers.

Particularly, the ethical issues of AI application in glob-
al and national healthcare systems are worth mentioning 
[3, 4]. AI systems that involve medical products are increas-
ing. Therefore, minimizing the potential for errors associ-
ated with medical and personal patient data that are used 
to develop and test AI technologies is necessary. To per-
form these tasks, access to sufficient verified, high-quality 
medical data of patients is required, which may be used 
for disease prediction, diagnosis, treatment optimization, 
as well as external and internal testing algorithms [5–7]. 
Thus, a set of solutions is needed, including state regulation, 

involvement of highly qualified experts (engineers, physi-
cians, and IT specialists); raising patient awareness to solve 
the ethical problems associated with the development and 
implementation of medical AI systems is also warranted.

Therefore, this study aimed to present the currently 
available documents that regulate the ethical aspects and 
norms of the global AI application, particularly in the health-
care industry. Moreover, the normative legal and technical 
regulatory documents for AI systems worldwide were stud-
ied, along with the presentation of the Russian experience of 
the first national standards that will control the development 
and application of AI technologies in healthcare.

INTERNATIONAL AND NATIONAL 
EXPERIENCE TO SOLVE THE ETHICAL 
ISSUES OF AI APPLICATION IN 
HEALTHCARE: GENERAL PROVISIONS

Data privacy concerns are raised with the widespread 
use of patient data for AI training. Improving healthcare by 
maintaining a balance between the secondary use of data 
from other patients and the privacy of personal information 
presents several challenges. For example, the challenge at 
the individual level is to understand the extent to which per-
sonal data may be used at the secondary level and what 
elements are involved, who can access these data, how ef-
fective and complete their anonymity is, the potential use 
of data to harm the patients, the financial use of data, and 
the effect of the data privacy policy on the care received [6]. 
In addition, the issue of “liability awareness” for the own-
ership of personal data may arise at the level of medical 
institutions that share medical data, and such sharing may 
be problematic.

However, in case of a misdiagnosis made by a physician 
when using an AI system, the extent to which the involved 
party (physician, institution, healthcare system, or AI manu-
facturer) is ethically responsible is unclear. According to the 
existing normative legal acts (Federal Law of November 21, 
2011, No. 323-FZ, Art. 98 [as amended on July 2, 2021] on 
Fundamentals of Healthcare in the Russian Federation), the 
responsibility of violations of various legal norms in health-
care lies on the medical organization and the physician.

The responsibility for medical errors becomes more am-
biguous at the state level. Thus, AI systems may not meet 
all the established requirements, and risks are present when 
using medical devices, including AI systems, for diagnoses. 
The United State Food and Drug Administration states that 
these medical devices may be risky due to the following five 
reasons: increased false positives leading to unnecessary 
additional procedures, increased false negatives, use in un-
suitable settings, misuse by people, and malfunction due to 
improper product (AI system) introduction in the market [8]. 
Thus, a transparent and well-established state regulatory 
system is needed to minimize the risks, thereby partially 
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removing or controlling the ethical issues associated with 
using AI systems at the state level. 

By definition, a regulatory system is a set of rules. For 
products manufactured by an industry, such as drugs, vac-
cines, medical devices, and AI systems, the role of regula-
tions is to limit the risks associated with the product, such 
as an unsafe product, the product not meeting the purpose 
for which the product was intended for (inefficient product), 
or the risk of not meeting up with quality standards based on 
the global report of the World Health Organization (WHO) on 
Ethics and Governance of Artificial Intelligence for Health [9]. 
The national legislation is responsible for developing such 
rules and creating the conditions to ensure compliance with 
these laws. Among those who are required to follow these 
rules are manufacturers and users of AI systems (medical 
organizations, physicians, and other medical staff). For ex-
ample, the AI manufacturer is recommended to use the ac-
cepted classification of pathologies according to approved 
thesauruses and the International Classification of Diseases 
or name the phenomena as recommended by professional 
associations.

GENERAL APPROACHES 
TO SOLVE ETHICAL ISSUES

WHO experts have formulated principles to address ethi-
cal issues, which apply to AI systems in healthcare [9].

1. Protecting autonomy
With AI development, physicians began to raise concerns 

about being replaced by these technologies. However, the 
proposed principle of protecting autonomy implies that AI 
systems should be designed to help in decision-making and 
be fully controllable when operated by medical staff. In ad-
dition, this principle requires data protection and privacy on 
the part of AI manufacturers, dataset creators, and national 
governments, which should be enshrined in regulations. In 
Russia, an experimental regime of personal data process-
ing was introduced in Moscow (Federal Law No. 152-FZ of 
July 27, 2006, on Personal Data), which allowed changes in 
the informed consent of patients. Moreover, changes were 
initiated in the regulatory legal documents related to medi-
cal devices in 2020. These amendments outlined the role 
of the AI system as an aid to physician decision-making, 
thereby removing the issue of using AI without physician 
interventions.

2. Ensuring patient safety and well-being
AI systems should be designed not to cause physical 

or mental harm to the patient and must meet the approved 
requirements for safety, efficiency, and quality throughout 
the life cycle. Therefore, quality control and monitoring 
mechanisms will be put in place to ensure that AI systems 
function as intended. The recommendations of the Inter-
national Medical Device Regulators Forum to perform a 
clinical evaluation of software were approved and are being 
adopted in Russia [10]. In addition, standards for protocols 

and reports on clinical trial results are being developed. For 
example, randomized controlled studies are considered the 
gold standard of experimental design to provide evidence 
on the safety and efficiency of AI systems. In this regard, 
the extension of Consolidated Standards of Reporting Tri-
als—AI (CONSORT-AI) to CONSORT 2010 and Standard Pro-
tocol Items: Recommendations for Interventional Trials—AI 
(SPIRIT-AI) was developed [11].

3. Ensuring transparency, explainability, 
and intelligibility of AI systems
The intelligibility of AI systems includes ensured trans-

parency and explainability. AI manufacturers must demon-
strate transparency by publishing and presenting data to the 
professional community on how the AI model was devel-
oped, its application scenario, the parameters of data sets 
that were used to develop and validate the AI system, and 
clinical studies that are conducted to demonstrate the ef-
ficiency of this system [10].

AI algorithms and the principle of data processing and 
decision-making should be explained as much as possible 
to inform the individuals and patients.

In addition, the specified principle of AI intelligibility is 
related to the principle of safety as it requires disclosure of 
information about the performed tests and their complete-
ness and quality.

4. Enhancing responsibility and accountability
Engineers and manufacturers of AI systems along with 

medical experts must develop and visualize scenarios for 
applying this technology, including the efficiency and perfor-
mance results obtained. In this case, concerned parties are 
responsible to use the AI system for its intended purpose 
and within the stated conditions, and all its incorrect opera-
tions must be documented and further monitored.

5. Ensuring equity
AI technologies should be available to all segments of 

society, irrespective of age, gender, race, financial status, 
and social status. AI manufacturers must ensure and pro-
vide information that the data sets for AI training and testing 
are free from systematic sampling errors (biases) and are 
therefore accurate, complete, and diverse, which give equal 
parameters for the AI efficiency within the entire population.

6. Promoting AI that is responsive and sustainable
Responsiveness requires the manufacturer and user of 

the AI system to continuously collect and analyze informa-
tion on its use to monitor the compliance of its performance 
with the stated requirements. The parameters of resources 
and external systems for the AI functioning, as well as its 
integration (such as medical information systems), should 
be ensured. Responsiveness is relevant in assessing the 
place of a particular AI system in healthcare, the opinions of 
physicians, and the execution and efficiency of anticipated 
scenarios for AI applications.

The principles presented for solving ethical problems 
are general and should be adapted to national contexts. 
Many world powers presented their national strategies with 
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Moreover, the United States published the National AI 
R&D Strategic Plan (2019 Update), which identified eight 
strategic priorities, namely, long-term investments, effec-
tive methods of human-AI interaction, regulation of legal 
and ethical AI implications, AI safety and security, publicly 
available data sets, AI standardization and testing, advanc-
ing the AI R&D workforce, and public-private partnerships 
[12]. In the same year, the report on Current State and Near-
Term Priorities for AI-Enabled Diagnostic Support Software 
in Health Care was published. Therein, experts substantiated 
the need for changes in government policy and regulation to 
ensure safer and more effective AI applications in health-
care [18]. This paper provides an overview of the current 
regulatory framework that governs the development and use 
of clinical decision support systems, as well as diagnostic 
support. The experts concluded that regulatory changes for 
AI systems in healthcare based on the following tenets are 
needed:

First, providing evidence that AI systems improve pa-
tient outcomes, increase the quality of life, and reduce 
the cost of care, as well as provide physicians with rel-
evant information that is “useful and trustworthy.”

Second, assessing the potential risks of using AI 
products in clinical settings. “The degree to which a 
software product comes with information that explains 
how it works and the types of populations used to train 
the software will have significant impact on regula-
tors’ and clinicians’ assessment of the risk to patients 

consolidation of basic principles of AI development, which 
includes those previously mentioned.

INTERNATIONAL STRATEGIES FOR AI 
DEVELOPMENT IN HEALTHCARE

Main documents from the world-leading powers were 
reviewed to study the international strategies for AI use and 
development in healthcare.

Most world powers, such as the United States, China, 
Japan, South Korea, the European countries, and Russia, re-
cently developed and published national strategies or policy 
documents defining the goals, objectives, and plans for AI 
development, all of which emphasized the ethical component 
in healthcare (Fig. 1) [12, 13].

Japan, being one of the first countries to develop a na-
tional AI strategy and a report on the Artificial Intelligence 
Technology Strategy in 2017, identified healthcare as a major 
industry for further development [14]. In the same year, Sin-
gapore launched an AI Singapore National Program, which 
focused on the national health system [15]. In addition, 
South Korea published its AI Development National Strategy 
in 2019, which also prioritized the healthcare system [16].

The European Commission adopted the AI for Europe 
strategy in 2018, which presented an initiative aimed at 
ensuring appropriate ethical and legal approaches by cre-
ating a European AI Alliance and developing guidelines for 
AI ethics [17].

Fig. 1. Timeline to develop and approve artificial intelligence strategies worldwide
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National AI R&D Strategic Plan:
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Separate studies raise the issue of ethical development 
and implementation of AI systems in the medical commu-
nity. For example, a joint statement by the European and 
North American communities addressed basic ethical prin-
ciples similar to those proposed by the WHO, whereas the 
radiology community stated its intention to develop a unified 
code of ethics to create a sound ethical foundation with rapid 
technological advancements [25, 26].

In Russia, the current priority is AI development and 
implementation in healthcare, which could help in achiev-
ing strategic goals and objectives of the Healthcare National 
Project, including decreased morbidity and mortality and in-
creased life expectancy. This strategy will be discussed in 
more detail in the following section.

NATIONAL STRATEGY FOR THE AI 
DEVELOPMENT IN HEALTHCARE

National processes of AI development in Russia, includ-
ing AI in healthcare, are built on the principles of openness 
with the involvement of researchers, AI manufacturers, and 
government agencies. The work on the Code of AI ethics was 
initiated in 2020 by the order of the President of the Russian 
Federation [27].

Russia attaches great importance to international coop-
eration in AI development [28]. Concurrently, proper man-
agement of AI potential and the creation of necessary foun-
dations and standardized approaches for the safe and ethical 
development of AI systems, which should include creative 
force and contribute to the development of human potential 
and abilities, is important.

Russia is an active participant in AI development and 
follows all global trends. Thus, the Russian government 
developed and adopted a comprehensive policy that al-
lowed the national strategy to be further implemented [29]. 
In October 2019, the Russian President signed a Decree on 
the Development of Artificial Intelligence in the Russian 
Federation, which introduced the National Strategy for the 
Development of Artificial Intelligence until 2030 and ap-
proved the plans for initiating the AI Federal Project (in-
troduced in 2020 as part of the national project for Digital 
Economy of the Russian Federation) [30]. The Federal proj-
ect includes six main blocks, namely, support for scientific 
research, creation of a comprehensive legal regulation 
system, software design and development, improvement 
in data accessibility and quality, increased hardware ac-
cessibility, staff training, and increased public awareness 
on AI technologies.

The uniqueness of the Russian national strategy, which 
differs from the strategies of other countries, is their priority 
in the development of AI in healthcare, including the need to 
move from general principles to a more practical level. One 
of such routes is the creation of normative legal and techni-
cal regulations (standardization). In Russia, software, cre-
ated using AI technologies and intended by the manufacturer 

when clinicians use this software,” the researchers note. 
“Product labeling may need to be reconsidered and the 
risks and benefits of continuous learning versus locked 
models must be discussed.”
A White Paper on Ethical and Legal Issues Related to 

Artificial Intelligence in Radiology was published in Canada 
in 2019 [6]. This official document of the Canadian Asso-
ciation of Radiologists provides a framework for exploring 
legal and ethical AI issues in medical imaging. Particu-
lar attention was paid to patient data privacy, AI systems 
(levels of autonomy, liability, and legal aspects), Canadi-
an healthcare practices (best practices and current legal 
framework), and the projected opportunities that AI may 
provide for healthcare.

Ethics Guidelines for Trustworthy AI published by a group 
of experts of the European Commission in 2019 contain a 
set of key requirements, which elevates AI systems to the 
level of trustworthy technologies, such as human agency 
and oversight, technical robustness and safety, privacy and 
data governance, transparency, diversity, non-discrimination 
and fairness, societal and environmental well-being, and ac-
countability [19].

In 2020, the European Parliament postulated the creation 
of a new legal framework that outlines ethical principles 
and legal obligations for the development of AI and robotics, 
and their deployment and use were all described in a White 
Paper on Artificial Intelligence Regulation [3].

The Council of Europe (the Ad hoc Committee on Artificial 
Intelligence, CAHAI), including the representatives of Russia, 
actively developed approaches to European regulation [20].

Moreover, UNESCO developed draft guidelines on AI 
ethics to be adopted by its member countries at the end of 
2021 [21]. Thus, Europe is becoming a global player in AI 
ethics and actively developing documents in this sphere, 
including those for the intended use of AI systems in 
healthcare [20].

Notably, the United States has a freer market approach 
to AI compared with Europe, and the United States market 
for medical devices using AI-based software is one of the 
largest around the world. AI is predicted to contribute up 
to 13.33 trillion euros to the global economy in 2030, and 
the regions estimated to benefit most are China and North 
America, followed by Southern Europe [22].

China’s strategy for AI development correlates with that 
of the scientific and technological development of the Rus-
sian Federation that focused on the transition to “digital and 
intelligent production technologies, robotic systems, new 
materials, and methods of construction, as well as creat-
ing systems for processing large data volumes, machine 
learning, and artificial intelligence” [23]. The State Council of 
China published a New Generation Artificial Intelligence De-
velopment Plan in 2017, which outlined step-by-step goals 
for AI development; subsequently, China AI Industry White 
Paper was developed in 2018 [24]. Both documents listed 
healthcare and ethics among their priorities.
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performed in the national industry standardization of health-
care. The unification of best practices will structure the de-
velopment, evaluation, regulation, and security control in 
the application and development of AI technologies, thereby 
increasing public confidence.

A system based on ethical performance must be created 
to achieve the desired public goal for AI systems to benefit 
the society. Therefore, the existing legal framework must be 
reviewed and updated for new technological advancements. 
Regulations and industry standards in clinical medicine re-
quire that AI systems be developed and evaluated according 
to ethical standards, especially those intended for physicians 
and other members of the medical community. AI systems 
must be “transparent” in understanding by healthcare pro-
viders and protect the interests of physicians and patients, 
especially in the area of ethical regulation. Only by this can a 
trustworthy and ethically safe relationship be built between 
the physician, patient, and AI manufacturer.

The international community and private companies 
should develop ethical monitoring and verification mecha-
nisms to identify, prevent, and minimize the impact of AI 
systems in human rights, good scientific practice, legality, 
and protection, and evaluate the efficiency of such mecha-
nisms. States are encouraged to consider forms of gover-
nance, such as AI certification mechanisms and mutual rec-
ognition of standardization while considering the healthcare 
industry and the use of AI systems and their potential impact 
on human lives, as well as other ethical aspects.

The AI safety and security may be improved by develop-
ing reliable systems against unauthorized access to personal 
information complex solutions that will provide more effec-
tive training of AI models based on quality data.

Importantly, public and political discussions should focus 
on the ethics of healthcare. AI has enormous potential to 
improve healthcare. However, its realization will be possible 
if ethical problems facing society are addressed as soon as 
possible.

Whether the use of AI systems is ethically acceptable 
depends on the extent to which AI technologies contribute 
positively to individual patients and the entire society, includ-
ing medical organizations and physicians (users). All levels 
of interaction should be guided by a relative level of equity 
between the principles of fairness and expected positive 
outcomes.
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to provide medical care refers to medical devices (software 
as a medical device).

The Technical Artificial Intelligence Committee for Stan-
dardization (TC164) was created in July 2019 to develop 
technical regulations and improve the AI standardization ef-
ficiency [31]. In addition, Artificial Intelligence in Healthcare 
PC01 Subcommittee was created within the TC164 Commit-
tee to elaborate the national and international standards that 
cover the requirements for the development, testing, appli-
cation, and operation of medical AI software and coordinate 
the work on unification and standardization of requirements 
used in the development, testing, and operation of AI sys-
tems in healthcare, as well as set certification requirements 
for medical products based on AI technologies [32].

Russian experts recently developed and prepared a cor-
responding standard for approval to regulate the process 
of AI clinical trials (as part of clinical assessment for in-
dependent testing of AI systems), where their safety and 
efficiency are evaluated, and AI systems are registered as 
medical devices. Ethical review is recommended before 
conducting clinical trials of unregistered medical devices (AI 
systems). This review includes issues related to the ethical 
components and analysis of possible adverse events aris-
ing from the AI application. Moreover, the Ethical Committee 
should review the clinical trial program (in the trial design 
approval and formation of data sets monitoring), and evalu-
ate the compliance of the qualifications of investigators with 
the proposed trial.

Remarkably, the challenge of recent years, namely, the 
coronavirus disease-2019 (COVID-19) pandemic, has in-
creased the understanding of the ethical AI application as-
pects in healthcare, including in the diagnosis of this disease 
using chest computed tomography [33]. The paper shows 
that AI technologies may adjust the patient flow by track-
ing radiological sign categories of pulmonary changes in 
COVID-19, which influences the tactics for managing such 
patients, because AI systems automatically process patient 
images and, accordingly, assess the volume of changes in 
the lungs more accurately; physicians perform such an as-
sessment visually. Another ethical aspect of AI application 
during the COVID-19 pandemic was the issues of privacy, 
data protection, and their use for virus tracking [21].

CONCLUSIONS
Currently, standards for AI regulation in healthcare are ac-

tively developed at the national and international levels. How-
ever, these regulatory agencies did not form a full-fledged 
legal framework and control systems and have insufficient 
experience in using AI technologies. Therefore, ethical aspects 
of this process remain unresolved or controversial.

Russia actively develops legal and technical AI regula-
tion, as well as issues of assessment, measurement, and 
standardization of AI technologies to improve and finalize 
normative and legal documents. The most active work is 
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