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***Обоснование*:**

Активное развертывание систем искусственного интеллекта (ИИ) в медицине создает множество трудностей перед обществом. В последние годы широко обсуждается концепция ответственного искусственного интеллекта (ОИИ), направленная на решение неизбежно возникающих этических, юридических и социальных проблем.

***Цель*:**

Рассмотреть возможность применения концепции ответственного искусственного интеллекта для преодоления существующих проблем ИИ в медицине.

***Методы*:**

Анализ научной литературы по теме.

***Результаты*:**

Исследования возможных применений ИИ в медицине показали, что современные алгоритмы не способны удовлетворить базовые непреходящие потребности общества – справедливость, прозрачность и надежность. С целью решения данных этических проблем была предложена концепция ОИИ, основывающаяся на трех принципах (ART) – объясняемость и прозрачность выводов, а также ответственность за деятельность ИИ. [1,2] Дальнейшее развитие, без разработки и применения ART-концепции, делает опасным и невозможным применение ИИ в таких областях, как медицина, государственное управление и т.д.

Требования к объясняемости и прозрачности выводов основываются на выявленных эпистемологических (ошибочные, непрозрачные, неполные выводы) и нормативных (конфиденциальность данных, дискриминация определенных групп) проблемах применения ИИ в цифровой медицине. [2]

Эпистемологические ошибки, совершаемые ИИ, не ограничиваются упущениями, связанными с объемами и репрезентативностью исходных анализируемых баз данных. К ним также относят известную проблему “черного ящика” – невозможность “заглянуть” в процесс формирования выводов ИИ при обработке входных данных. [3,4]

Наряду с эпистемологическими ошибками также неизбежно возникают нормативные проблемы – конфиденциальность пациентов и дискриминация некоторых социальных групп вследствие отказа части пациентов на предоставление их медицинских данных для тренировки алгоритмов и в составе анализируемых баз данных, что приведет к недостаточно точным выводам ИИ в случаях определенных гендеров, рас, возрастов и т.д. [5,6]

Важно отметить, что методология анализа данных ИИ зависит от кода программы, заданного программистом, эпистемологические и логические ошибки которого неизбежно проецируются на ИИ. Отсюда следует проблема определения ответственности в случае ошибочных выводов – ее распределение между самой программой, разработчиком и исполнителем. Многочисленные профессиональные ассоциации проектируют этические стандарты для разработчиков и законодательную базу для регулирования ответственности между описанными звеньями. [1,7] Однако очевидно, что в разработке и утверждении такого законодательства наибольшую роль должно играть государство.

***Заключение*:**

Применение ИИ в медицине, несмотря на свои преимущества, сопровождается множеством этических, юридических и социальных проблем. Разработка ОИИ способна не только разрешить данные трудности, но и обеспечить дальнейшее активное и безопасное развертывание систем ИИ в цифровой медицине и здравоохранении.
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