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Knaccudukaums cCHUMKOB oNnTUYECKOW KOrepeHTHOM
ToMorpagum ¢ ucnonb3oBaHMeM METOA0B rny6okoro
MaLUMHHOro 06y4yeHus

A.A. Ap3amacues'?, 0.J1. ®abpukantos?, E.B. Kynaruua?, H.A. 3eHKoBa’

! BOpOHEMCKNIA roCYLapCTBEHHbIN YHUBEpCUTET, BopoHesk, Poccus;

2 HaumoHabHbI MeAMLMHCKVIA UCCTIE[0BATENLCKUI LIEHTP «MeXOTPacseBoi HayuHO-TEXHUYECKMIA KOMIJIEKC “MUKpOXMpYprins riasa” UMeHN
akapemuka C.H. ®épnoposa», TaMbos, Poccus;

3 TaMB0BCKUI rocyapCTBeHHbIN yHuBepcuTeT umenn .P. [epxasuHa, Tambos, Poccua

AHHOTALIUA

06ocHoBaHMe. OnTiYecKan KorepeHTHast TOMOrpagua — COBPEMEHHBINA BbICOKOTEXHOOMMYHBIA U UHOPMATMBHBIA MeTo[,
BbISIB/IEHWS MATONIOMMW CETHATKU N1a3a U NpepeTUHaNbHbIX CI0EB CTEKI0BMAHOMO Tenla. OfHaKo onucaHue 1 MHTepnpeTauus
pe3ynbTaToB UCCef0BaHUA TPebYIT BbICOKOM KBanU(UKaLMM U cneumanbHoOM NOAroTOBKM Bpaya-odTanbMosiora, a Takke
3HauuUTeNbHBIX BPEMEHHBIX 3aTpaT Bpada M nauueHTa. BMecTe ¢ TeM ucnonb3oBaHWe MaTeMaTUYeCKUX MOJENEN Ha OCHOBE
annapara MCKYCCTBEHHBIX HEMPOHHbIX CETEl B HACTOALLEE BPEMS MO3BOJISIET aBTOMATU3MPOBaTL MHOMME NPOLLECChl, CBA3aH-
Hble ¢ 06paboTKoi 130bpaeHuii. IMeHHO NO3TOMy aKTyaNbHO peLUeHWe 3afad, CBA3aHHbIX C aBTOMaTM3auMeid npolecca
KnaccuduKaLumMm CHUMKOB OMTUYECKOW KOTePEHTHOI ToMorpadumu Ha ocHoBe rybokoro obyueHns Mogenen UCKYCCTBEHHbIX
HEMPOHHBIX CETEMN.

Llenb — pa3pabotaTb apxuTeKTypbl MaTeMaTU4eckux (KOMMbOTEPHbIX) MOZENel Ha OCHOBE ryboKoro 0bydyeHus cBEpTOY-
HbIX HEMpOHHBIX CeTel, NpeAHa3HaueHHbIX LI KnaccUUKaLmMM CHUMKOB OMTUYECKON KOTePEHTHOW ToMorpadmm ceTyaTku
rnasa; CpaBHUTb Pe3ynbTaThl BbIMUCIIUTENBHBIX 3KCMEPUMEHTOB, NPOBEAEHHBIX C UCMONb30BaHMeM cpefcTe Python B Google
Colaboratory npu ofHoO- M MHOTOMOZENBHOM MOAXOAAX, W BbIMOSHUTL OLEHKM TOYHOCTU KNaccuuKaumu; caenatb BbIBOAbI
06 onTMManbHOW apXUTeKType MoJenei MCKYCCTBEHHBIX HEMPOHHBIX CETEM W 3HAYeHMSX UCMOMb3yeMbIX rMnepnapamMeTpoB.
Marepuanbl U MeToapl. VcxoaHbIl faTaceT, NpeacTaBnsoLLmMA cob0i 006€3NIMYeHHbIE CHUMKU ONTUYECKOW KOrepeHTHOM To-
Morpaduu peanbHbIX nauueHToB, BKItovan tonee 2000 mM3obpaxeHWH, NoNy4eHHbIX HEMOCPeACTBEHHO ¢ npubopa B pas-
pewenun 1920x969x24 BPP. KonuyecTtBo KnaccoB usobpawenun — 12. [lna cospanus obyyaioliero U BanuaaLMOHHOMO
HabopoB JaHHbIX OCYLLECTBNIANM «Bblpe3aHue» npeaMeTHoi obnactu 1100x550x24 BPP. W3yuanu pasnuuHble nogxopnbi:
BO3MOXHOCTb WUCMOb30BaHUS NpefobyyeHHbIX CBEPTOYHbIX HEMPOHHBIX CETel C NEPEHOCOM 0bY4eHUs, METOANKU U3MEHeE-
HWA pa3Mepa M ayrMeHTaumu u3obpaxkeHui, a TaKKe pasfMyHble COYETaHWs runeprnapameTpoB Mofenen UCKYCCTBEHHbIX
He/pOHHbIX ceTel. [pu KoMNUNALMK MOAENM UCMONb30BaNM CleAyloLLMe NapaMeTpbl: onTuMu3atop Adam, gyHKuMIO noTepb
categorical_crossentropy, MeTpuKky accuracy. Bce TexHonornyeckue npouecchl ¢ M300paXeHUsIMU U MOJENSAMM UCKYCCTBEH-
HbIX HElipOHHbIX CETEN NMPOBOAMIM C UCMONb30BaHUEM cpeAcTB A3blka Python B Google Colaboratory.

Pe3ynbtathl. [lpeanoxeHsl 0AHO- U MHOMOMOAEMbHBIA MPUHLMIBI KNaccubUKaumum U300paeHnin ONTUYECKOW KOrepeHT-
HOM TOMorpaduu ceTyaTku rnasa. BelumcnuTenbHbIE 3KCMEPUMEHTLI N0 aBTOMATU3MPOBAHHOM KNACCMUKALMU TaKWX WU30-
bpaxeHui, nonyyeHHbix ¢ Tomorpada DRI OCT Triton, ¢ Mcnonb3oBaHWeM Pa3fMYHbIX apXUTEKTYp MOLenei UCKYCCTBEH-
HbIX HEWpOHHbIX CETEW MOKasanu TOYHOCTb npu 0byyeHun u Banupaumm 98-100%, v Ha pononHuTenbHoM Tecte — 85%,
uYTO AB/IAETCA YAOBNETBOPUTENBHBIM pe3ynbTaToM. BbibpaHa onTuManbHas apXUTeKTypa MOAENW UCKYCCTBEHHOIM HEMPOHHOM
CET — 6-CNONHaA CBEPTOYHAA CETb, — M ONpefeneHbl 3HaYeHUs e€ r1nepnapameTpos.

3aknovenune. Pesynbtathl rnybokoro 0byyeHus Mopeneit CBEPTOYHbIX HEMPOHHBLIX CETEN C PA3/IMYHON apXUTEKTYPOM, WX
Ba/MAaUMM M TECTUPOBAHMA MOKa3anmn yA0BNETBOPUTENBHYIO TOYHOCTb KNACCUPUKALMM CHUMKOB ONMTUYECKON KOTepEHTHOI
ToMorpadmm cetyatku rnasa. [laHHble pa3paboTku MoryT ObiTb MCMONb30BaHbl B CUCTEMAX MOAAEPHKM NPUHATUS peLLeHUi
B 0bniacTn odTanbmMonoruu.

KnioueBble cnoBa: VICKYCCTBEHHbIVI WHTENNEKT, MeJULUMHCKWE [aHHble; OaTaceT; MallMHHOoe oﬁyqume; CBépTO‘-IHbIe
HeVIPOHHbIe CeTH; onThyecCcKana KorepeHTHas TOMOFpadJVIFI.
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Classification of optical coherence tomography
images using deep machine-learning methods
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" Voronezh State University, Voronezh, Russia;
2The S. Fyodorov Eye Microsurgery Federal State Institution, Tambov, Russia;
3 Derzhavin Tambov State University, Tambov, Russia

ABSTRACT

BACKGROUND: Optical coherence tomography is a modern high-tech, insightful approach to detecting pathologies of the retina
and preretinal layers of the vitreous body. However, the description and interpretation of study findings require advanced
qualifications and special training of ophthalmologists and are highly time-consuming for both the doctor and the patient.
Moreover, mathematical models based on artificial neural networks now allow for the automation of many image processing
tasks. Therefore, addressing the issues of automated classification of optical coherence tomography images using deep
learning artificial neural network models is crucial.

AIM: To develop architectures of mathematical (computer) models based on deep learning of convolutional neural networks
for the classification of retinal optical coherence tomography images; to compare the results of computational experiments
conducted using Python tools in Google Colaboratory with single-model and multimodel approaches, and evaluate classification
accuracy; and to determine the optimal architecture of models based on artificial neural networks, as well as the values of the
hyperparameters used.

MATERIALS AND METHODS: The original dataset included >2,000 anonymized optical coherence tomography images of
real patients, obtained directly from the device with a resolution of 1,920x969x24 BPP. The number of image classes was
12. To create the training and validation datasets, a subject area of 1,100x550x24 BPP was “cut out”. Various approaches
were studied: the possibility of using pretrained convolutional neural networks with transfer learning, techniques for resizing
and augmenting images, and various combinations of the hyperparameters of models based on artificial neural networks.
When compiling a model, the following parameters were used: Adam optimizer, categorical_crossentropy loss function, and
accuracy. All technological operations involving images and models based on artificial neural networks were performed using
Python language tools in Google Colaboratory.

RESULTS: Single-model and multimodel approaches to the classification of retinal optical coherence tomography images
were developed. Computational experiments on the automated classification of such images obtained from a DRI OCT Triton
tomograph using various architectures of models based on artificial neural networks showed an accuracy of 98—100% during
training and validation, and 85% during an additional test, which is a satisfactory result. The optimal architecture of the model
based on an artificial neural network, a six-layer convolutional network, was selected, and the values of its hyperparameters
were determined.

CONCLUSION: Deep training of convolutional neural network models with various architectures, as well as their validation and
testing, resulted in satisfactory classification accuracy of retinal optical coherence tomography images. These findings can be
used in decision support systems in ophthalmology.

Keywords: artificial intelligence; medical data; dataset; machine learning; convolutional neural networks; optical coherence
tomography.

To cite this article:
Arzamastsev AA, Fabrikantov OL, Kulagina EV, Zenkova NA. Classification of optical coherence tomography images using deep machine-learning methods.
Digital Diagnostics. 2024;5(1):5-16. DOI: https://doi.org/10.17816/DD623801

Submitted: 24.11.2023 Accepted: 12.02.2024 Published online: 11.03.2024
V-2
ECO®VECTOR Article can be used under the CC BY-NC-ND 40 International License

© Eco-Vector, 2024


https://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.17816/DD623801
https://doi.org/10.17816/DD623801

ORIGINAL STUDY ARTICLES Vol. 5 (1) 2024 Digital Diagnostics

DOI: https://doi.org/10.17816/DD623801

FRENSFEIBRA AT E R EE i
TP%
Alexander A. Arzamastsev'" 2, Oleg L. Fabrikantov?, Elena V. Kulagina?, Natalia A. Zenkova’

! Voronezh State University, Voronezh, Russia;
2The S. Fyodorov Eye Microsurgery Federal State Institution, Tambov, Russia;
3 Derzhavin Tambov State University, Tambov, Russia

WHE

WiE. AT W ZH 2 — MO ERHEAE B E W7, R0 A ) 5 R 3 7 A 40
I ETJE R EE . SRTT, T 78 45 SR A R RO e 5 IR R EE AR ) s B R AN Bk 85I, IR TR
B AR ANAL S K ER (8], S UEEIN, Q0450 F 28 - N b 28 0 2% 15 2% B B0 A A 0 mT DA S
T2 B EE R B, B, 78N T2 I AR R BE 2% S S A b il v 6 40 T
Wr 24 B o St AR 1 B A0 ]S B A IS

HIo AW H TR I T BRI L IR 22 ST B: GHENL fRAIZERy, 2R
28T T AL B 2 A T W E R I EIE 7328 i Google  ColaboratoryfPython
T H, s — BRI BRI SR S0 45 5, IR e BN A 2
T e A 2 AT A F - S 5B 4518 .

MRS FE. FIBHEER K IEEENERCHM TR ZR#ESG, Hhai520002 5K K
%, BUZ BN TIREL, 4P H1920X969X24  BPP. EUEKHIEE 124 KT8
VGBI EIESE, XF1100X 550 X 24 BPP @l X 33t AT 1 “UIE” o WA TR
e R RTINS MM T gett . UG saiR, LR AN TS
SRR S AR A fEgmfl AR, (FH T LTS8 Adanflifb#s. categorical
crossentropy P K%L accuracytabr. Fr A BGAIN TP L N 2B R 1 HE AR Ab 38 4R 2 il it
Google Colaboratory[fIPythonif & L HIATI,

GER . TR T AL A T W ZE G B o S B RRD 2 B S, A AN R N
2 AT AR HDRT OCT  Tri tonlt EFHACI LS EUE 3 AT B 3143 2RI T 5 52 30 3R B
T YIGRAN 6 IE 1 18] A HE I 28 S 98%—100%, A4 A HERF 2 N 85% . X A& — N4 NIl )
R N ARG B I B AR SR SR 6 2 B RN 4%, JErfie T HB S .

. XA FEGEE RS MR BATIR L 2% 2] . BRI &5 SRR 0, L s 2
AT 2 30 B 0 A HERA B A N et . X e A ) A R T gk P IR R AT 1 ok 5 S &R
%,

KW N THRE BEHE: Hdntk: HLEs) BRMEMZ, ST Z .

5l A4
Arzamastsev AA, Fabrikantov OL, Kulagina EV, Zenkova NA. il FHIR BENLAS 5 S HARXH G5 A8 T W 25 B i3:47 5 25, Digital Diagnostics.
2024;5(1):5-16. DOI: https://doi.org/10.17816/DD623801

W : 24.11.2023 5% 12.02.2024 RAGHY: 11.03.2024
&
ECOeVECTOR Article can be used under the CC BY-NC-ND 40 International License

© Eco-Vector, 2024


https://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.17816/DD623801
https://doi.org/10.17816/DD623801

ORIGINAL STUDY ARTICLES

BACKGROUND

Optical coherence tomography (OCT) is a modern,
high-tech, conclusive method for detecting retinal and
preretinal vitreous abnormalities [1]. However, describing
and interpreting the examination results requires highly
skilled and trained HCPs and a considerable duration on the
part of ophthalmologists and patients. Therefore, we must
solve issues associated with the automation of OCT image
classification.

Computerized tools and technologies are rapidly
evolving to build artificial intelligence (Al) systems based
on neural networks with various architectures, for medical
[2, 3] and general use [4-6]. In the past decades, advanced
ophthalmology centers have created repositories of patient
data with hundreds of thousands of OCT images, paving
the pathway to (i) search for generalized dependencies
and relationships between individual parameters and (ii)
construct fundamentally new, science-based approaches for
identification, classification, calculation, and prediction, all of
which are almost always centered on a mathematical model.

In one of our papers, we have already described
computerized methods for the examination of the vitreous
body, identification and approximation of the retinal border,
determination of its curvature, calculation of average retinal
thickness, among others; one of these methods include
artificial neural networks (ANNSs) [7]. This study is a logical
continuation of that research and presents results of OCT
image classification achieved via convolutional neural
networks (CNNs) using single- and multi-model approaches.

There have been many publications on similar topics. For
example, Yu. A. Vasiliev et al. [8] developed a general, Al-
based methodology for software testing and monitoring in
medical diagnostics. The methodology enhanced the quality
of this software and implementation in clinical practice. It
consisted of seven steps: self-testing, functional testing,
calibration testing, process monitoring, clinical monitoring,
feedback, and improvement. The methodology was
characterized by the cyclical phases of testing, monitoring,
and improving the software for continuous improvement of
software quality, detailed requirements for outcomes, and
involvement of HCPs in software evaluation. The methodology
allowed software developers to achieve remarkable results
in various areas and enabled users to make informed and
confident choices from programs that passed an independent
and comprehensive quality check.

Katalevskaya et al. [9] developed algorithms for
segmentation of visual signs of diabetic retinopathy
and diabetic macular edema in digital fundus images
acquired using a fundus camera. Features included in the
International Classification were selected for segmentation:
microaneurysms, hard exudates, soft exudates, intraretinal
hemorrhages, retinal and optic disc neovascularization,
preretinal hemorrhages, epiretinal membranes, and laser
coagulates. Neural networks were implemented and trained
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using the deep-learning framework TensorFlow (Google
Brain, USA). The training database contained 1,200 images,
and 310 fundus images were used for validation. The
accuracy of identifying these features by the trained model
ranged from 86% to 96%.

T. Kerr et al. [10] described a home monitoring system
for age-related macular degeneration. CNNs were used to
segment the entire retina and pigment epithelial detachments.
The dataset of 711 images was divided into training/validation/
test image sets in the ratio of 60%:20%:20%. The CNN-based
approach reportedly provided accurate retinal segmentation.

Sakhnov et al. [11] developed a cataract screening model
based on an open dataset to validate the model based on
clinical data. The open dataset comprised 9,668 images
acquired using a smartphone camera, of which 4,514 were
for “cataract” eyes and 5,154 for “healthy” eyes. The external
validation set included 51 cataract and normal images. A
machine learning model was built using CNN. The accuracy
of data classification was 97% for the internal validation set
and 75% for the external validation set. These authors noted
predictive value to be low and concluded that they needed to
refine their model to meet the performance metrics.

Shukhaev et al. [12] employed the pretrained networks
ResNet-18, ResNet-50, VGG16, VGG19, and GoogleNet to
solve the problem of using CNNs for automatic detection
of Fuchs’ dystrophy. A random sample (n = 700) of corneal
biomicroscopic images was obtained using a Tomey EM-
3000 endothelial microscope (Tomey Corporation, Japan). In
the first step, the images were categorized into two groups:
the first group included images showing Fuchs’ dystrophy,
whereas the other one included normal images or images of
other abnormalities. The images of the endothelial cell density
were arranged into three categories: training, validation, and
test datasets. The following F-metric values were obtained
while testing the neural network on a test sample for
various CNN architectures: ResNet-18, 0.985; ResNet-50,
1.000; VGG16, 0.940; VGG19, 0.990; and GoogleNet, 0.987.
ResNet-50 demonstrated the optimum performance with
ImageNet data that had frozen layers, Adam optimization
algorithm, and cross-entropy as the loss function.

Therefore, a brief analysis of the abovementioned studies
allowed us to conclude the prospects of use of CNN-based
ANN models for retinal OCT image classification.

AIMS

Our objectives were:

1. to develop architectures of mathematical (computerized)
models based on deep-learning CNN for classifying OCT
images using the libraries Python Keras and TensorFlow
in Google Colaboratory,

2. to compare the results of computational experiments to
classify OCT images obtained using single- and multi-
model approaches and to evaluate the accuracy of such
classifications, and
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3. to conclude on the optimal architecture of ANN models
regarding classification accuracy and the hyperparameter
values used.

MATERIALS AND METHODS

The initial dataset comprised anonymized OCT images
of real patients and included 1,004 images directly obtained
as JPG files from the DRI-OCT Triton tomograph (Topcon
Corporation, Japan) at a resolution of 1,920 x 969 x 24
BPP. For classification purposes, the entire dataset was
categorized into the following 12 classes by experienced
ophthalmologists:
1. Normal
Cystoid macular edema
Neuroepithelial detachment
Pigment epithelial detachment
Hard exudates
Epiretinal membranes
Vitreomacular adhesion
Posterior vitreous detachment
Full-thickness macular hole + epiretinal membrane
10 Hard exudates + cystoid macular edema
11. Pigment epithelial drusen
12. Lamellar macular hole + epiretinal membrane
The number of images in each class corresponded to the
incidence of the corresponding abnormality in the patients.
In subsequent computational experiments, new OCT images
were added to the dataset, following which the total number of
images exceeded 2,000. A fragment of 1,100 x 550 x 24 BPP
was cropped from the entire subject area image to create
the training, validation, and test datasets. In computational
experiments, the entire data set was usually divided into
training, validation, and test sets in the ratio of 70%:20%:10%.
The following technological methods were also used:
» Image rescaling using filters NEAREST, BILINEAR,
BICUBIC, and LANCZ0S

- Data augmentation via various options, such as
image rotation by a given angle, shifting the image
along the X and Y axes, horizontal and vertical
rotation, and changing the brightness of the image
channel

The optimum results in this study were obtained with
the simplest NEAREST filter, which uses the parameters
of nearest pixel. More complex filters that approximate
the region using different methods gave poorer results,
apparently because small image details important for
classification were lost during the smoothing process.

The following parameters were used while compiling the
model:

» Adam optimizer as one of the most effective

optimization algorithms

» Categorical_crossentropy loss function

« Accuracy metric as percentage of correct answers

given by the algorithm

(1) 2024
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The accuracy metric is usually used to solve
classification problems when the number of images
between the groups is balanced. Herein, we estimated an
overall average because of the small number of images
in the training and test sets. Python language tools
were used in Google Colaboratory for all technological
processes with the models.

RESULTS

Preliminary computational experiments

Herein, we evaluated the effectiveness of various
approaches to OCT image classification (such as the
possibility of employing pretrained networks and transfer
learning), image rescaling and augmentation techniques, and
combinations of ANN model hyperparameters (number of
convolutional and fully connected layers, batch size, among
others).

For pretrained neural networks based on MobileNetV2
and MobileNetV3, the accuracies were 95%—-98%, 61%—80%,
and 41%-59% on the training, validation, and test sets,
respectively. The image was scaled to 224 x 224 pixels to
fit MobileNet.

Moreover, the abilities of different pretrained neural
networks to learn using the given dataset were compared with
transfer learning. The validation results were 80%, 81%, 79%,
and 80% for MobileNetV2, ResNet101V2, InceptionResNetV2,
and NASNetLarge, respectively.

For multilayer CNNs with traditional architecture
(several Conv2D convolutional layers, each with a
MaxPooling2D subsampling function, transforming the
data pools into a one-dimensional Flatten tensor and
several fully connected Dense layers), the accuracy
of 70%-100% was achieved on the training set with a
reasonable selection of epoch number. Comparatively, in
the validation set, this number was considerably lower
and had a wider range (35%-94%). In both cases, the
validation accuracy was higher than the training accuracy,
which may be ascribed to considerable heterogeneity in
the training and validation datasets. The test accuracy was
even lower, ranging from 27% to 59%, which is obviously
not a satisfactory result.

The following conclusions were drawn after the
preliminary experiments:

« The training set was unbalanced and heterogeneous
and required correction and supplementation with new
images.

+ Although transfer learning models showed slightly
better classification results, these results were
inappropriate for ophthalmology practice. In addition,
there were not many opportunities for improvement
because of the freezing of the first hidden layers.

+ The hyperparameters and the classification approach
must be optimized to achieve acceptable classification
accuracy.

7816/DD623801
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Computational experiments: a single-model
approach

Based on the preliminary experiments, new OCT images
were added to the dataset, after which the total number of
images increased to >2,000. The experiments tested various
architectures of multilayer sequential CNNs, such as Several
Conv2D convolutional layers, each with a MaxPooling2D
subsampling layer and a layer that transformed into a one-
dimensional Flatten tensor, and two fully connected Dense
layers, the latter featuring the Softmax neuron transfer
function suitable for solving classification problems.

The maximum number of convolutional layers is seven
for a normalized image resolution of 512 x 512 pixels. All
images in the dataset were rescaled using the Rescale
tool. We tested CNN structures with two—seven such layers
(Table 1) with simultaneous selection of the size and number
of filters in the layers. Training was performed (typically
with epochs = 15, BATCH_SIZE = 50, optimizer = “Adam,”
loss = “categorical_crossentropy,” and metric = [“accuracy”])
for all computational experiments, as well as for validation
and additional testing with images not previously included in
the dataset.

Acceptable training and validation accuracies were
achieved for almost all ANN models, except for the two-layer
model (Table 1). However, the additional testing accuracy first
increased with increasing number of convolutional layers,
reaching a maximum value of 85% for the six-layer model
and decreasing for the seven-layer model. Notably, the
models presented here are currently positioned solely as a
decision support system for an ophthalmologist. Considering
that the dataset contained a limited number of images of
various abnormalities, we accepted the level of 85% as
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sufficient for images to be classified by an ophthalmologist
with limited experience. We concluded that an optimal
number of layers was required for accuracy, which in this
case was 6. However, this value may later change because
new data will be added to the dataset and models will be
retrained.

Fig. 1 shows the processes of ANN model training and
validation with four to seven convolutional layers. The training
process was completed in 9 epochs when four and five
convolutional layers were used, achieving 100% training and
validation accuracies. However, the accuracy of the additional
test was only 65%-70% (Table 1). The training process was
longer and consisted of 15 epochs when using a model
with six convolutional layers, achieving 100% training and
validation accuracies. However, accuracy in the additional
test increased to 85%, which was considered satisfactory.
Upon further increasing the number of convolutional layers
to seven, the process for ANN model training and validating
consisted of >15 epochs, while the training accuracy was
100%, and the validation and testing accuracies decreased
to 89% and 74% (Fig. 1 and Table 1).

Fig. 2 shows the architecture of the optimal ANN model
concerning the accuracy of retinal OCT image classification. It
includes six Conv2D convolutional layers with MaxPooling2D
subsampling, a Flatten layer, and two fully connected Dense
layers that act as classifiers, the latter featuring the Softmax
neuron transfer function.

The lower classification accuracy in testing (compared
with training and validation accuracies) is explained as
follows: relatively small datasets of ~2,000 images were
used to train the models, which did not contain a full set of
graphical details characteristic of a particular abnormality. If
such details are found in the test dataset, the classification

Table 1. Comparison of various sequential artificial neural network models

N“"‘be.r Number Training Validation | Additional testing
of convolutional | of parameters | accuracy, 0 0 Note
. 0 accuracy, % accuracy, %
layers to be optimized %
2 31 844 921 13 0 0 The ANN model is not trained well.
Number of ANN model training epochs: >15;
3 13 401 045 7 100 5 number of filters in CNN layers: 3/8/16
Number of ANN model training epochs: 9;
3 15215 889 100 100 62 number of filters in CNN layers: 4/8/16
Number of ANN model training epochs: 12;
3 13401933 100 100 64 number of filters in CNN layers: 5/8/16
4 6 929 729 100 100 65 Number of ANN model training epochs: 12
5 1430 977 100 100 70 Number of ANN model training epochs: 9
6 556 673 100 100 85 Number of ANN model training epochs: 15
7 132 801 100 89 74 Number of ANN model training epochs: >15
8 a B B B 8 CNN layers cannot be used for the accepted

image size

Note. ANN, artificial neural network; CNN, convolutional neural network
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Fig. 1. Training and validation of convolutional neural network models with: @ — four, b — five, ¢ — six, and d — seven convolutional
layers.
[ ] model = tf.keras.models.Sequential([
tf.keras.layers.Conv2D(4, (9,9), activation='relu’, input_shape=(IMG_SHAPE, IMG_SHAPE, 3)),
tf.keras.layers.MaxPooling2D(2, 2),
tf.keras.layers.Conv2D(8, (5, 5), activation="relu'),
tf.keras.layers.MaxPooling2D(2, 2),
tf.keras.layers.Conv2D(16, (3, 3), activation="relu'),
tf.keras.layers.MaxPooling2D(2, 2),
tf.keras.layers.Conv2D(32, (3, 3), activation="relu'),
tf.keras.layers.MaxPooling2D(2, 2),
tf.keras.layers.Conv2D(32, (3, 3), activation="relu'),
tf.keras.layers.MaxPooling2D(2, 2),
tf.keras.layers.Conv2D(64, (3, 3), activation="relu'),
tf.keras.layers.MaxPooling2D(2, 2),
tf.keras.layers.Flatten(),
tf.keras.layers.Dense(225, activation="relu'),
tf.keras.layers.Dense(12, activation='softmax')
1)

Fig. 2. Architecture and parameters of a six-layer convolutional artificial neural network model: the first number in Conv2D denotes the
number of filters to be used in the convolution layer. The next two numbers represent the size (in pixels) of the filters. The activation
functions of the network neurons are Relu and Softmax in the output classification layer. The first number in the fully connected Dense

layer represents the number of neurons.
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may be deemed incorrect even when the ANN model
validation accuracy is 100%.

Preliminary computational experiments:
a multimodel approach

Following the general logic of the study and considering
the need to increase the accuracy of additional testing,
0.L. Fabrikantov and Ye.V. Kulagina proposed a sequential
scheme that usually imitates the process of identifying a
retinal OCT image by an ophthalmologist. Accordingly, a
computer algorithm was developed (Fig. 3).

This algorithm is based on the sequential implementation
of multiple models (Fig. 3). In Step 1, images were
preprocessed (Blocks 1-3). In Block 4, ANN Model 1 was
used, which was designed for a preliminary classification to

1
Enter a patient OCT image,
jpg format,
size 1,920 x 969 x 24 BPP

— 1
Cut a target fragment
sized 1,100 x 550 with 540,
140-1640, 690 coordinates

—3 L

Reduce the fragment size
to the required X x Y size

Save the result: S1

an abnormal one.

4
Classification: ANN MODEL 1 is trained
ANN MODEL 1 == to distinguish a normal image from

Any abnormality?

6
Classification: ANN MODEL 2 is trained to distinguish
ANN MODEL 2 —--- between the presence or absence of a
Save the result: 52 macular hole.

Is a macular
hole present?

8
Classification:
ANN MODEL 3
Save the result: S3

ANN MODEL 4 is trained to detect

9
Classification: : g
ANNMODEL: |- one of three options: cystoid macular edema
Save the result: Sk (CMO), diffuse macular edema (DME), non-

CMO and non-DME.

ANN MODEL 3 is trained to distinguish
———- between a full thickness macular hole
and a lamellar macular hole.
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distinguish between normal and abnormal images. The result
of this classification was saved (S1). Such a model should
be trained and validated on a special dataset 1 containing
only two corresponding image classes. When no abnormality
was detected (Block 5), we proceeded to Step 4 (examination
of the vitreous body), bypassing all intermediate steps. As
in Block 6, ANN model 2 was used, which is trained on a
special dataset 2, to detect a macular hole. The result was
saved (S2). If there was a macular hole (Block 7), then in
Block 8, based on ANN model 3, also trained using a special
dataset 3, we determined whether there was a full-thickness
or lamellar macular hole. The results were saved (S3), after
which we proceeded to Step 2.

If there was no macular hole (Block 7), we proceeded
to Block 9, which used ANN model 4 trained on a special
dataset 4 to detect one of the following three: cystoid macular

Classification:

10,
ANN MODEL 5
Save the result: S5

®
0)

between three options: neuroepithelial
—--- detachment (NED), pigment epithelial
detachment (PED), and absence of NDE

|| ANN MODEL 5 is trained to distinguish
and PDE

11 -
Classification: ANN MODEL 6 is trained to distinguish
ANN MODEL 6 ——-- between the presence or absence of
Save the result: S6 epiretinal membrane.
12
K:ﬁs&g;‘éﬂ | ANNMODEL 7 s trained to distinguish
between the presence or absence of drusen.
Save the result: S7
11 -
Classification: ANN MODEL 8 is trained to distinguish
ANN MODEL 8 —--- between the presence or absence of hard
Save the result: S8 exudates.

0)

@
Classification:
ANN MODEL 9 —
Save the result: S9
[ E—

Creation of a list of patient
abnormalities S1-S9

/V(]utput of a patient's OCT report

ANN MODEL 9 is trained to distinguish
between normal image, posterior vitreous
detachment (PVD), vitreomacular adhesion,
and vitreomacular traction.

to MS Word file

Fig. 3. Flowchart of a multimodel algorithm for optical coherence tomography image identification; ANN, artificial neural network; OCT,

optical coherence tomography.
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edema, diffuse macular edema, or their absence. The result
was saved (S4), after which we proceeded to Step 2.

Step 2 used ANN model 5 (Block 10) trained on a special
dataset 5 to detect one of the following three: neuroepithelial
detachment, pigment epithelial detachment, or their absence.
The result was saved (S5), and we proceeded to Step 3 for
the analysis and classification of OCT images.

In Step 3, ANN models 6, 7, and 8 were sequentially used.

+ ANN model 6 (Block 11) was trained on a special

dataset 6 to detect the presence or absence of
epiretinal membranes.

» ANN model 7 (Block 12) was trained on a special

dataset 7 to detect the presence or absence of drusen.

« ANN model 8 (Block 13) was trained on a special

dataset 8 to detect the presence or absence of
exudates.

The corresponding results were also saved (S6-S8) in
Blocks 11-13, after which we proceeded to Step 4.

In Step 4, ANN model 9 (Block 14) was used, trained on a
special dataset 9 to detect normal images, posterior vitreous
detachment, vitreomacular adhesion, and vitreomacular
traction, and the results were saved (S9). In Blocks 15 and
16, a general list of abnormalities was generated based on
the previously saved S1-S9 data, and a report describing an
OCT map was generated as a file.

DISCUSSION

In the described approach, nine different ANN models
are used to classify abnormalities in OCT images, each
model trained in its unique dataset (1-9). In the final step
of examination of the vitreous body, the algorithm described
earlier [7] can be used rather than the ANN model 9. It
includes:

» vertical scanning of the image and determining the X

and Y coordinates of the vitreous body borders,

« smoothing Y coordinates via the moving-average
method with a base corresponding to minimum details
of the image (10 pixels in our case), via approximation
of the vitreous body border with a spline or parabola
of the appropriate order, and

+ calculating maximum border curvature and the
corresponding distances to identify posterior
vitreous detachment, vitreomacular adhesion, and
vitreomacular traction.

Herein, a multimodel algorithm (Figure 3) was tested
with an increasing number of OCT images in the datasets
and optimized hyperparameters of ANN models. Preliminary
computational experiments conducted for several steps
of this algorithm indicated that 98%-100% accuracy can
be achieved on training and validation sets with increased
additional testing accuracy compared with the single-model
approach, owing to the reduced number of factors classified
at each step. Contextually, a single architecture with seven
convolutional layers was used for all ANN models 1-9. The
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only difference is that they were trained on unique datasets
and had different sets of coefficients of interneuronal synaptic
junctions.

CONCLUSION

Single- and multi-model approaches were proposed
for the classification of retinal OCT images. Computational
experiments on automatic classification of such images
obtained using a DRI-OCT Triton tomograph with various ANN
model architectures indicated 100% accuracy on training and
validation datasets and 85% for additional testing. This result
is considered satisfactory. The ANN model with optimal
architecture (6-layer CNN) was selected, and values of the
corresponding hyperparameters were determined, further
developing decision support systems for use in ophthalmology.
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AHHOTALIUA

06ocHoBaHue. 3aboneBaHUs MaKyNspHOM 061acTv NpeaCcTaBnAT coboi 60bLLYI rpyNNy NATONOrUHECKUX COCTOSHUM, NPU-
BOAALUMX K NOTepe 3peHus U cnaboBuaeHno. PaHHAS AWMarHoCTUKa Takux U3MEHEHW UrpaeT bonbLUylo posib B Bbibope Tak-
TUKM JIEYEHUA U ABNSAETCA OAHOM U3 onpefensioLLmxX B NPOrHO3MpOBaHUW pe3ynbTaTos.

Lienb — u3yunTb BO3MOXKHOCTH MPOrpamMMbl MCKYCCTBEHHOTO MHTEN/IEKTA B AMArHOCTMKE 3a00NeBaHNU MaKynsipHoi obnacTu
Ha OCHOBE aHaNN3a CKaHOB CTPYKTYPHOW OMTUYECKON KOrepeHTHOM ToMorpadum.

Martepuanel u Metoabl. B uccnegoBanue Bbinn BKIKOYEHbI NaLMEHThI, MpoxoaumBLUKe obcnepoBaHue u nedenne B Qepe-
PaNIbHOM Hay4YHO-KIMHWUYECKOM LIEHTpe CMeuManu3npoBaHHbIX BULOB MEAMLIMHCKOM MOMOLUM U MEeAULIMHCKUX TEXHOMOTMIA
1 MocKoBcKoro 0611acTHOro Hay4Ho-MCCe0BaTeNIbCKOr0 KIMHUYECKOro MHCTMTyTa uM. M.®. Brnagummupckoro. 06cnesoBaHo
200 rna3 ¢ 3aboneBaHMAMM MaKynapHoi obnacTu, a Takxe rnasa 6e3 MakynspHoit natonoruu. MNpoBeféH CPaBHUTENbHLIN
K/IMHWYECKUIA aHaNW3 CKaHOB CTPYKTYPHOW ONTUYECKON KOFEpPEHTHOW TOMOrpaduy, BbINOSHEHHbIX HA 0(TaNbMOIOrUYECKOM
Tomorpade RTVue XR 110-2. [ins aHanu3a cKaHOB OMTUYECKOW KorepeHTHOW ToMorpadmu UCMoNb30Banock NporpaMMHoe
obecneuenue Retina.Al.

Pe3ynbTathl. B xoae aHanu3a cKaHOB ONTUYECKOI KOrepeHTHOW TOMOrpadum ¢ NOMOLLI0 MPOrpamMMbl 6binn BbISIBNEHbI pas-
JIMYHBIE MATONIOrMYECKME CTPYKTYPbI MaKynspHOW 0bnacTy, a 3ateM chopMyNMpOBaHO 3aK/I0YEHNE 0 BEPOSTHOM MaToNOMUK.
MonydyeHHble pe3ynbTaThl CPaBHMBAIUCH C 3aK/IIOUEHUSIMU Bpayeii-odTanbMonoroB. YyBCTBUTENBHOCTL METOAA COCTaBMIA
95,16%; cneumduyHocts — 97,76%; TouHoCTE — 97,38%.

3aknoyenue. MNnatdopma Retina.Al nossonset odranbMonoraM ycneLHo NpoBOANUTL aBTOMATM3MPOBaHHbI aHanM3 CKaHoB
CTPYKTYPHOW ONTUYECKOI KOrepeHTHOW ToMorpaduu 1 BbISBNIATL Pa3fuyHbIe NaToslorMyeckue COCTOSHMS F1asHOro AHa.
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Exploring the possibilities of an artificial intelligence
program in the diagnosis of macular diseases
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ABSTRACT

BACKGROUND: Macular diseases are a large group of pathological conditions that cause vision loss and visual impairment.
Early diagnosis of such changes plays an important role in treatment selection and is one of the crucial factors in predicting
outcomes.

AIM: To examine the potential of an artificial intelligence program in the diagnosis of macular diseases using structural optical
coherence tomography scans.

MATERIALS AND METHODS: The study included patients examined and treated at the Federal Research and Clinical Center of
Specialized Medical Care and Medical Technologies and Moscow Regional Research and Clinical Institute. In total, 200 eyes with
macular diseases were examined, as well as eyes without macular pathologies. A comparative clinical analysis of structural
optical coherence tomography scans obtained using an RTVue XR 110-2 tomograph was conducted. The Retina.Al software was
used to analyze optical coherence tomography scans.

RESULTS: In the analysis of optical coherence tomography scans using Retina.Al, various pathological structures of the macula
were identified, and a probable pathology was then determined. The results were compared with the diagnoses made by
ophthalmologists. The sensitivity, specificity, and accuracy of the method were 95.16%, 97.76%, and 97.38%, respectively.
CONCLUSION: Retina.Al allows ophthalmologists to automatically analyze optical coherence tomography scans and identify
various pathological conditions of the fundus.

Keywords: optical coherence tomography; artificial intelligence; diagnosis; macular edema; age-related macular degeneration.
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BACKGROUND

According to the World Health Organization, approximately
2.2 billion people in the world suffer from visual impairment,
and the largest group include patients aged >50 years [1].
Macular diseases, particularly age-related macular
degeneration (AMD) and diabetic macular edema (DME), are
significant causes of irreversible blindness and low vision
quality [2].

As of 2020, 196 million patients have AMD worldwide,
and this figure is expected to reach 288 million by 2040 [3].
Clinically, AMD may present with drusenoid deposits, retinal
pigment epithelial changes, macular neovascularization,
exudation, and hemorrhage. At advanced stages, geographic
atrophy of the retinal pigment epithelium occurs [4]. These
manifestations lead to severe visual impairment.

The number of patients with diabetes mellitus is
increasing steadily, including its ocular manifestations. By
2045, the number of cases of diabetic retinopathy (DR) is
predicted to reach 160.50 million, and the number of patients
with sight-threatening DR will reach 44.82 million [5]. DME,
which occurs at various stages of DR, is the most common
cause of vision loss in patients with diabetes, and nearly
75,000 patients are newly diagnosed in the United States
each year [6]. A direct correlation was found between the
prevalence of DME and DR severity, and 70% of the cases
are at the proliferative stage. Among patients with type 1
diabetes mellitus, DME develops in 27% within 9 years of
disease onset [7]. In Russia, >630,000 patients have various
stages of DR, and its prevalence in patients with type 1
diabetes mellitus is twice as high [8].

Central serous chorioretinopathy is the fourth macular
disease that causes decreased visual acuity, characterized
by serous detachment of the neuroepithelium above the
area of leakage from the choriocapillaris. Central serous
chorioretinopathy affects 9.9 individuals per 100,000 of
population. The process is often unilateral; however, bilateral
involvement was observed in 40% of cases [9]. The process
has a chronic nature in 5% of cases, and central serous
chorioretinopathy relapses within 12 months in 30%-50% of
the patients [10].

Abnormalities of the vitreomacular interface include full-
thickness and lamellar macular holes, vitreomacular traction,
and epiretinal membrane. In some cases, vitreomacular
interface changes may not cause significant functional
impairment but have a significant effect on the macular area;
the symptoms are accompanied by significant vision loss and
negatively affect the patient’s quality of life. Macular holes
affect 3.3 individuals per 1,000 patients aged >55 years [11].
Annual incidence ranges from 4.71 to 8.5 individuals per
100,000 populations [12].

Vol. 5 (1) 2024

Digital Diagnostics

During the 20-year follow up in the Beaver Dam Eye
Study (BDES), optical coherence tomography (OCT) detected
an epiretinal membrane in 34.1%. Despite the different
pathogenesis mechanisms, the clinical manifestations may
be identical. An epiretinal membrane may develop as an
idiopathic disease or as a concomitant pathology in previous
eye diseases, such as DR, retinal vein occlusion, or previous
cataract surgery [13]. Epiretinal membrane without posterior
vitreous detachment may be a prerequisite for macular
edema and lamellar macular holes caused by tangential
traction syndrome [14].

At present, with the increasing life expectancy of the
population, early detection of age-related diseases is
relevant. Timely disease detection plays a major role in its
treatment and is one of the keys to reducing the incidence
rate. Because DME and AMD remain the leading causes of
low visual acuity, regular ophthalmological screening for
these pathologies is necessary to identify patients in need
of specialized ophthalmological treatment. This strategy will
prevent progression to blindness at the early stages [15].
Timely treatment initiation is often central to a favorable
outcome with positive morphological and functional results
(primarily visual acuity).

The use of vascular endothelial growth factor inhibitors
(anti-VEGFs) is the gold standard treatment of neovascular
AMD and DME [16]. To date, different protocols for the
management of patients with these diseases have been
developed. All proposed protocols involve regular treatment
assessment based on clinical studies and OCT findings.
Currently, OCT is the most informative and widely used
method for diagnosing retinal pathology because it enables
accurate monitoring during therapy. Based on OCT findings,
the current state of the macular area is assessed, and
treatment techniques for an individual case are selected.

The increasing number of patients with macular diseases
who require regular ophthalmological examinations puts a
significant strain on the healthcare system. The need to
diagnose a large number of patients in a limited period,
evaluate the data obtained, and determine the treatment
techniques requires significant labor and time resources,
which may cause their shortage. A possible solution to this
problem is to develop and implement innovative methods for
analyzing ocular images in clinical practice and the use of
artificial intelligence (Al)-based technologies [17].

With advancements in Al technology, a whole new
area has emerged, which aims at the development and
implementation of intelligent systems in routine clinical
practice. In Russia, the National Al Development Strategy
has been approved until 2030."

In Russia and all over the world, research on creating
and validating Al-based software for diagnosing retinal

! Decree of the President of the Russian Federation No. 490 dated October 10, 2019, “On the development of artificial intelligence in the Russian

Federation.” Access: http://www.kremlin.ru/acts/bank/44731
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pathology in clinical practice is ongoing. The authors of
the Google DeepMind project (UK, USA) examined images
obtained in 32 ophthalmology clinics that covered different
population groups. The findings of the image analysis may be
used to quantify retinal morphology and obtain measurement
results for specific pathologies. The company’s software
is highly efficient in sorting images, nearly the same as
specialists or superior. The authors examined 53 pathologies
consistent with the national areas of development, presented
a novel system capable of high-quality, efficient analysis of
clinical OCT images, and offered recommendations. In the
future, they plan to focus on a greater number of clinical
disorders and expand the scope of their work.

The RetInSight software developed by researchers at the
University of Vienna (Austria) under the guidance of Prof.
U. Schmidt-Erfurth was designed to monitor the treatment
effectiveness of neovascular AMD using Al algorithms. The
program is based on the principle of segmenting intraretinal
and subretinal fluid and retinal pigment epithelium
detachment and dynamically assessing the volumes of these
structures [18].

Chicago-based Altris Inc. (USA) launched the Altris Al
software designed for automatic analysis of OCT scans.
According to the developers, the cloud platform provides rapid
analysis and visualization of 100 pathologies and pathological
signs, including rare ones. The embedded algorithms can
diagnose glaucoma, AMD, DR, and other retinal diseases.
Users have access to modules for screening, segmentation/
classification, and reporting [19].

B.E. Malyugin et al. [21] focused on creating an
algorithm for the automated detection of biomarkers of
anti-VEGF therapy effectiveness in patients with AMD. Seven
biomarkers were identified, namely, pigment epithelial
detachment, pigment epithelium, subretinal fluid, intraretinal
fluid, ellipsoid zone, retinal nerve fiber layer, and subretinal
hyper-reflective material. The Dice score was 0.8 for retinal
pigment epithelial detachment, 0.4 for the pigment epithelium
and subretinal fluid, and 0.3-0.15 for other biomarkers. In
the future, the authors planned to expand the set of training
data and increase the accuracy [20].

AIM

To assess the Al capabilities in diagnosing macular
pathology based on structural OCT scans.

MATERIALS AND METHODS
Study design

Structural OCT scans were obtained using an
RTVue XR 110-2 OCT scanner (Optovue, USA). To analyze
OCT scans, Retina.Al software (Digital Vision Solutions LLC,
Russia) was used for processing digital medical images. The
single-center, retrospective, observational, sampling-based,
single-arm study had a non-inferiority design.
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Eligibility criteria

Inclusion criteria:

+ Confirmed diagnosis of DME, AMD (dry and exudative),
central serous choroidopathy, and vitreomacular
traction syndrome (vitreomacular traction, epiretinal
membrane, and full-thickness macular hole and
lamellar macular hole)

+ Central visual acuity loss and suspected macular
pathology.

Exclusion criteria:

« OCT scanning is impossible because of the severe lack
of clarity of the optical media (corneal opacity, mature
cataract, hyphema, hemophthalmos, etc.)

« Patient’s inability of visual fixation (nystagmus,
Parkinsonism, etc.).

Subgroup analysis

The study included a total of 129 patients, with a mean
age of 65.9 years. Women made up 55.8% (n =72), whereas
44.2% were men (n =57). The number of examined eyes was
200, with the following nosological entities:

« DME

« Cystic macular edema

+ ARMD (macular neovascularization and retinal drusen)

« Central serous choroidopathy

» Vitreomacular traction syndrome

+ Full-thickness macular hole

+ Lamellar macular hole

« Epiretinal membrane.

Moreover, eyes without macular pathologies were
examined. The distribution by nosological entity is presented
in Table 1.

Table 1. Distribution of the study eyes by nosological entity

Diagnosis No. of eyes

Diabetic macular edema/cystic macular 59
edema
Age-related macular degeneration: 41
macular neovascularization
Age-related macular degeneration:

. 40
retinal drusen
Central serous choroidopathy 25
Vitreomacular traction syndrome 25
Full-thickness macular hole 23
Lamellar macular hole 25
Epiretinal membrane 72
No pathology 34
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Study conditions

This study conducted a comparative clinical analysis of
structural OCT scans of patients undergoing examination
and treatment at the Federal Research and Clinical Center
for Specialized Medical Care and Medical Technologies of
the Federal Medical-Biological Agency of Russia and the
Moscow Regional Research Clinical Institute named after
M.F. Vladimirsky. The study duration was 12 months.

Medical intervention and primary outcome

Structural OCT scans were analyzed by the Al program in
two stages. First, the program segmented the biomarkers.
Second, it calculated the probable pathology using a differential
diagnostic search algorithm. The conclusion resulting from
the analysis of OCT scans by the Al program was compared
with the clinical opinion of two ophthalmologists.

Ethics review

The study protocol was reviewed by the Ethics Committee of
the Federal Research and Clinical Center for Specialized Medical
Care and Medical Technologies of the Federal Medical-Biological
Agency of Russia, Extract 2 from Protocol No. 11_2022 dated
November 29, 2022. The conclusion read as follows: “To approve
the retrospective analysis of eye fundus photographs and OCT
scans of patients selected from medical databases using Retina.
Al software for processing digital images in the diagnosis of
eye pathologies by analyzing fundus photographs and structural
OCT scans according to TU 58.29.32-001-60003594-2022 on
the basis of the Research and Clinical Center for Specialized
Medical Care and Medical Technologies of the Federal Medical
and Biological Agency of Russia.”

Outcome measures and statistical analysis

To evaluate software accuracy, the following parameters
were calculated:

+ Number of true positives (TP)
Number of false positives (FP)
Number of false negatives (FN)
Number of true negatives (TN).

Based on the presented parameters, sensitivity,
specificity, and accuracy were calculated for each nosological
entity using the following formulas:

Vol 5 (1) 2024
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Precision: the proportion of true-positive cases out of the
predicted positive cases:
__IP__
(TP + FP)
Recall/Sensitivity: the proportion of true-positive cases

out of all positive cases:

_ TP
Recall = X )
Specificity: the proportion of true-negative cases out of

all negative cases:

Precision =

TN 7]

SpECifiCity = m

RESULTS

Study objects (subjects) and primary outcome
results

The study used Retina.Al software for processing digital
medical images to diagnose pathologies by analyzing
structural OCT scans. The study was conducted without
patient participation; it only involved the assessment and
analysis of clinical data.

During the analysis of OCT scans using the program, the
following pathological structures were identified:

+ Intraretinal cysts, subretinal fluid

+ Retinal pigment epithelium detachment

+ Subretinal hyper-reflective material

+ Retinal drusen

« Epiretinal membrane

« Vitreomacular traction

+ Full-thickness macular hole

« Lamellar macular hole.

The program automatically generated a conclusion based
on the identified pathological signs. The general parameters
of the method were as follows: sensitivity, 95.16%;
specificity, 97.76%; accuracy, 97.38%. Detailed results of
the comparative analysis of the conclusions by the Al and
ophthalmologists are presented in Table 2.

Fig. 1 shows a structural OCT scan of the macular zone
of patient B (54 years old) with type 2 diabetes mellitus.
The ophthalmologist’s report recorded DME. In the analysis

Table 2. Sensitivity, specificity, and precision of Retina.Al software in diagnosing macular area diseases

Diagnosis

| Sensitivity, % | Specificity, % | Precision, %

Diabetic macular edema/cystic macular edema
Macular neovascularization

Age-related macular degeneration: retinal drusen
Central serous choroidopathy

Vitreomacular traction

Full-thickness macular hole

Epiretinal membrane

Lamellar macular hole

No pathology

96.08 97.48 97.14
97.50 97.65 97.62
97.37 96.51 96.67
92.59 98.36 97.62
86.96 97.33 96.19
95.65 98.40 98.10
100.00 97.12 98.10
95.83 97.85 97.62
94.72 97.69 97.25

DAl https://doiorg/1017816/DD624131
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Fig. 1. An example of the optical coherence tomography scan analysis of a patient with diabetic macular edema by the artificial intelligence
algorithm: @ — structural optical coherence tomography scan; b — optical coherence tomography scan after segmentation of the
pathological features (subretinal fluid — green mask, intraretinal cysts — blue masks); ¢ — scan analysis report (the reporting table of
the differential diagnostic search, probable pathology is highlighted in red — macular edema).

Fig. 2. An example of the optical coherence tomography scan analysis of a patient with exudative age-related macular degeneration by
the artificial intelligence algorithm: @ — structural optical coherence tomography scan; b — optical coherence tomography scan after
segmentation of the pathological features (subretinal fluid — green mask, intraretinal cysts — blue masks, retinal pigment epithelium
detachment — orange mask, subretinal hyperreflective material — yellow mask); ¢ — scan analysis report (the reporting table of the
differential diagnostic search, probable pathology is highlighted in red — macular neovascularization).

of the structural OCT scan by Retina.Al, the algorithms Fig. 2 shows a structural OCT scan of the macular zone
segmented the following pathological signs: intraretinal  of patient B (68 years old) with exudative AMD. The diagnosis
cysts, subretinal fluid. In conclusion, the patient was  was established by an ophthalmologist. In the analysis of the
diagnosed with DME. structural OCT scan by Retina.Al, the algorithm segmented

DAl https://doiorg/1017816/DD624131
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Fig. 3. An example of the optical coherence tomography scan analysis of a patient with macular hole, epiretinal membrane by the artificial
intelligence algorithm: @ — structural optical coherence tomography scan; b — optical coherence tomography scan after segmentation
of the pathological features (macular hole — violet mask, intraretinal cysts — blue masks, epiretinal membrane — red masks); ¢ —
scan analysis report (the reporting table of the differential diagnostic search, probable pathology is highlighted in red — macular hole,

epiretinal membrane).

the following pathological signs: intraretinal cysts, subretinal
fluid, retinal pigment epithelium detachment, and subretinal
hyper-reflective material. The program report registered
macular neovascularization.

Fig. 3 shows a structural OCT scan of the macular zone
of patient K (69 years old) with a full-thickness macular hole
diagnosed by an ophthalmologist. In the analysis of the structural
OCT scan by Retina.Al, the algorithm segmented the following
pathological signs: full-thickness macular hole, intraretinal
cysts, and epiretinal membrane. The program report registered
a full-thickness macular hole and epiretinal membrane.

Adverse events
No adverse events occurred during the study.

DISCUSSION

Primary outcome summary

During the clinical study, the Al algorithm-based Retina.Al
software demonstrated high sensitivity, specificity, and
accuracy in diagnosing macular pathology: these parameters
exceeded 90% for all diseases, except for vitreomacular
traction syndrome, with a sensitivity of 86.96%. The
advantage of the software lies in its convenient user interface
that highlights the identified pathological structures in an OCT
scan, which allows the doctor to additionally double-check
the performance of the program and fosters the doctor’s
trust in the Al technology.

Primary outcome discussion

Practically, one of the most promising areas for
introducing Al technologies into clinical practice is screening

DAl https://doiorg/1017816/DD624131

examinations that require examining a large number
of patients and identifying those in need of specialized
ophthalmological treatment. Al technologies open up the
possibility of delegating some functions to nursing staff and
organizing pre-doctor screening to free up the doctor’s time
for more complex tasks and increase the throughput of the
ophthalmologist’s office. However, Al technology cannot
be viewed as a replacement for an ophthalmologist but as
a tool to boost the efficiency of diagnosis and treatment.
Implementing Al software may prove troublesome because
it requires a stable Internet connection as the platform is
cloud-based. For the convenience of continuous operation,
developing a desktop application that does not depend on the
Internet connection is promising.

Another encouraging area for using Al technologies is
on monitoring the pathological process during treatment.
In patients with DME and exudative AMD during anti-VEGF
therapy, segmentation of intraretinal cysts, subretinal fluid,
pigment epithelial detachment, and subretinal hyper-reflective
material allows for a dynamic quantitative assessment of
the volumes of these structures. At present, the primary
quantitative parameters that doctors focus on during
treatment include the best-corrected visual acuity, central
retinal thickness, and area of the neovascular membrane in
patients with AMD as visualized in OCT angiography. New
quantitative criteria for assessing the effectiveness of anti-
VEGF therapy by ophthalmologists in collaboration with
developers of Al algorithms are urgently needed.

However, the technology is limited by the evaluation
of a single OCT scan uploaded into the program. Thus, the
software must be improved to allow for the analysis of the
entire series of images of the same patient in the future.
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CONCLUSION

During clinical validation, Retina.Al software based on
Al algorithms demonstrated high sensitivity, specificity, and
accuracy in the diagnosis of DME, dry and exudative AMD,
central serous choroidopathy, and vitreomacular interface
disorders based on analysis of structural OCT scans. The
Retina.Al platform is a Russian development and is currently
available for testing at www.screenretina.ru. However, the
conclusion of the program is not a diagnosis and must be
clarified by a specialist.
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Bknap cucteM MCKYCCTBEHHOr0 MHTE/JIeKTa
B YNy4LUeHue BbiSBJIeHUS aHeBPU3M aopTbl MO AaHHbIM
KOMMbIOTEPHOU TOMOrpadumu rpyaHON KNeTKu

A.B. Conosbés'?, 10.A. Bacunbes', B.E. Cunmnupin'34, A.B. Metpsitkuu’,
A.B. Bnagaumupcruit', U.M. Wynbkue', [.E. Waposa', [.C. CemeHos'

! Hay4HO-NPaKTUYECKMIA KIMHUYECKUIA LLEHTD AMarHOCTUKM 1 TeNeMeMUMHCKIX TexHonorui, Mocksa, Poccus;
2 Mopo30BCKas ieTCKas ropojcKas KiuHuyeckas 6onbHuua, Mocksa, Poccus;

% TopoacKas KMHMYecKas BonbHMua uMeHn W.B. lasbinosckoro, Mocksa, Poccus;

“ MocKoBCKMIA rocynapcTBeHHbIA yHuBepcuTeT uMeH M.B. JlomoHocosa, Mocksa, Poccust

AHHOTALIMA

06ocHoBaHUe. AHEBPU3MbI a0pTbl — «TUXWE YOMiALbI», pa3BuBaIoTCA 683 CUMMTOMOB WU MOTYT NPUBECTU K JIETAIbHOMY UCXOLY.
ExxeronHo 3aboneBaeMocTb aHeBpU3MOiA IpyaHON aopTbl cocTaenseT okono 10 ciyyaes Ha 100 000 yenosek, a yacToTa paspbl-
BOB aHEBPU3Mbl — 0Kof10 1,6 cydas. PaHHAS aMarHocTUKa 1 iedeHve MoryT CNacTi Xu3Hb NaumeHTa. Mcnonb3oBaHue TexHo-
NOTUIA UCKYCCTBEHHOTO MHTESIIEKTA MOKET 3HAUMUTENbHO YYYLLMTb KAa4yecTBO AMarHOCTUKU M NpeaoTBpaTUTL JIeTaslbHbIA UCX0A,
Lienb — oueHUTb 3 HEKTUBHOCTL NPUMEHEHUS TEXHONOMMIA UCKYCCTBEHHOTO MHTEJNIEKTA B BbIAIBJIEHUM aHEBPU3M IPYAHOI0
OT/e1a aopTbl Ha KOMIbKOTEPHOI TOMOrpaduW OpraHoB rPpyAHON KIETKW U UCCNeA0BaTb BO3MOXHOCTM UCMOMb30BaHUS 3TUX
TEXHOJOMMIA B KAQYECTBE CUCTEMBI MOAAEPHKM NPUHATUS BPayebHbIX peLleHmii Bpaia-peHTreHonora npy nepBuYHOM onuca-
HWM NIy4eBbIX UCCNELOBaHMA.

Matepuanbl U MeToAbl. Bbin OLEHEHBI pe3ynbTaThl MCMNOIb30BaHWUA TEXHOMOMMIA UCKYCCTBEHHOMO UHTENNEKTA 418 BbISBNE-
HWA aHeBPM3Mbl FPYAHON a0OpPThl HA KOMMBIOTEPHOM TOMOrpadmM OpraHoB rPyAHOM KIETKW Be3 KOHTPACTHOro ycunenus. beina
chopmmpoBaHa Bbibopka u3 84 405 cnyyaeB obcnenoBaHus NauMeHTOB cTapwe 18 neT, U3 KoTopbix 0TOBpaHo M peTpocnek-
TUBHO NMEPECMOTPEHO COCYAMCTBIMM XMpypramm HayuHo-uccneoBaTeslbCcKoro MHCTUTYTa cKopoi nomoluy umenm H.B. Cknm-
docoBckoro 86 uccnefoBaHWM € MOJO3PEHVEM HA HanWuMe aHeBpU3Mbl FPYAHOT0 OTAENa aopThl MO AAHHBIM TEXHONOMUA
MCKYCCTBEHHOIO MHTENNEKTA. 3TU UCCNeL0BaHWs ObINM TaKKe PETPOCTEKTUBHO OLIEHEHBI ABYMS BpauaMU-PEHTTEHOIOraMu.
Bbina chopMupoBaHa gononHUTeNbHas BbIDOpKa U3 968 mMccnefoBaHUiA, B3ATLIX B Cy4YaiHOM MOpsAKe U3 obLuero uucna,
ANS OLEHKW KOpPensLMM Bo3pacTa NaLyeHToB U AMaMeTpa rpyAHOro OTAeNa aopThl.

PesynbTtatbl. AHanM3 NoKasan, 4To B 44 MCCNefoBaHMAX aHeBpu3Ma Obia MepBUYHO BbISIBNIEHA BPaYOM-PEHTTEHONONOM,
B 31 cnyyae aHeBPM3MbI He BbIM ONKUCaHbI, HO TEXHONOTUS UCKYCCTBEHHOMO MHTENNIEKTA NOMOrTIA BbISBUTL Natonoruio. Ewe
6 viccnefoBaHWiA BbiM UCKITKOYEHBI U3 BLIBOPKU, @ B 5 ciyyasx bbinm 00HapYKEHbI NOXKHOMOMOXUTENBHBIE Pe3yNbTaThl aHanu3a.
Wcnonb3oBaHne TEXHOMOTUI WCKYCCTBEHHOO WMHTEN/eKTa 0bHapyXuBaeT U BbiAeNseT MaToforuyeckue U3MeHeHWs aopThbl
Ha MeAMLIMHCKMX U306paXKeHmMsX, TEM CaMbIM MOBbILLAA BbIAB/IAEMOCTb aHEBPU3MbI MPYLHON aopThbl NMpWU MHTEpPNpeTaLum pe-
3y/bTaToOB KOMMbIOTEPHOW TOMOrpadmm opraHoB rpyaHoii KneTku Ha 41%. [py NepBMYHOM OMMUCaHWUM NYYEBLIX UCCNEL0BaHWM
1 B peTPOCMEKTUBHBIX UCCNef0BaHUAX LienecoobpasHo UCMoNb30BaTb TEXHOOMMW UCKYCCTBEHHOMO MHTEN/IEKTa AAs npodunak-
TUKU MPOMYCKOB KIIMHAYECKW 3HQUMMBIX NATONOTUIA — KaK B KauecTBe CUCTEMbl MOAAEPHKN MPUHATUA BpauebHbIX peLLeHuii
ANA Bpaya-PeHTreHos1ora, TaK 1 151 NOBbILLEHMS BbISBNSEMOCTY NATONONMYECKOr0 PacLLMpeHns PyAHOro OTAeNna aopThl.

Mo pononHUTenbHO BbIGOPKE B MOMYNALMM B3POC/Or0 HaCeNeHUs YacToTa Aunartaumm rpyaHoro oTAena aopTbl COCTaBuna
14,5%, a aHeBpu3M rpyaHoro otaena aopTel —1,2%. [laHHble TaKKe NOKa3anu BO3pacTHYHO 3aBUCMMOCTb AvaMeTpa rpyAHo-
ro OTAeNa aopThl 418 MYXUUH U EHLLMH.

3aksnitoueHue. IpuMeHeHNe TEXHONOMIA UCKYCCTBEHHOMO MHTESIEKTa B NPOLLECCe MEPBUYHOIO ONUCaHMS Pe3ynbTaToB KOM-
NbIOTEPHON TOMOrPaduu OpraHoB rPYAHON KNETKU MOXET NOBLICUTL BbISBIAEMOCTb KITMHUYECKW 3HAYMMBIX NaTONIOMMYECKUX
COCTOSIHWM, TaKMX KaK aHeBPM3Ma rpyHOro 0TAena aopTbl. PaclumpeHue peTpOCNEKTUBHOMO CKPUHUHIA MO AaHHBIM KOMIbO-
TEpHOI TOMOrpadumn OpraHoB rpyAHON KNETKM C UCMOJIb30BaHUEM TEXHOSIOMMI UCKYCCTBEHHOMO MHTENEKTa MOXKET YyULLIUTb
KaueCTBO AMArHOCTUKM CONYTCTBYHOLLMX NaTONOrMiA M NPeS0TBPaTUTbL HEraTUBHLIE NOCNEACTBUS )1 NALMEHTOB.

KnioueBble cnosa: KOMMNbKOTEPHaA TOMOFpaCIJMFl; aHeBpMU3Ma aopThbl; MCKYCCTBEHHbIVI WHTEJIeKT.
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Improving aortic aneurysm detection with artificial
intelligence based on chest computed tomography
data
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ABSTRACT

BACKGROUND: Aortic aneurysms are known as “silent killers” because this potentially fatal condition can be asymptomatic. The
annual incidence of thoracic aortic aneurysms and ruptures is approximately 10 and 1.6 per 100,000 individuals, respectively.
The mortality rate for ruptured aneurysms ranges from 94% to 100%. Early diagnosis and treatment can be life-saving. Artificial
intelligence technologies can significantly improve diagnostic accuracy and save the lives of patients with thoracic aortic
aneurysms.

AIM: This study aimed to assess the efficacy of artificial intelligence technologies for detecting thoracic aortic aneurysms on
chest computed tomography scans, as well as the possibility of using artificial intelligence as a clinical decision support system
for radiologists during the primary interpretation of radiological images.

MATERIALS AND METHODS: The results of using artificial intelligence technologies for detecting thoracic aortic aneurysms on
non-contrast chest computed tomography scans were evaluated. A sample of 84,405 patients >18 years old was generated,
with 86 cases of suspected thoracic aortic aneurysms based on artificial intelligence data selected and retrospectively assessed
by radiologists and vascular surgeons. To assess the age distribution of the aortic diameter, an additional sample of 968 cases
was randomly selected from the total number.

RESULTS: In 44 cases, aneurysms were initially identified by radiologists, whereas in 31 cases, aneurysms were not detected
initially; however, artificial intelligence aided in their detection. Six studies were excluded, and five studies had false-positive
results. Artificial intelligence aids in detecting and highlighting aortic pathological changes in medical images, increasing the
detection rate of thoracic aortic aneurysms by 41% when interpreting chest computed tomography scans. The use of artificial
intelligence technologies for primary interpretations of radiological studies and retrospective assessments is advisable to
prevent underdiagnosis of clinically significant pathologies and improve the detection rate of pathological aortic enlargement.
In the additional sample, the incidence of thoracic aortic dilation and thoracic aortic aneurysms in adults was 14.5% and 1.2%,
respectively. The findings also revealed an age-dependent diameter of the thoracic aorta in both men and women.
CONCLUSION: The use of artificial intelligence technologies in the primary interpretation of chest computed tomography scans
can improve the detection rate of clinically significant pathologies such as thoracic aortic aneurysms. Expanding retrospective
screening based on chest computed tomography scans using artificial intelligence can improve the diagnosis of concomitant
pathologies and prevent negative consequences.

Keywords: computed tomography; aortic aneurysm; artificial intelligence.

To cite this article:
Solovev AV, Vasilev YuA, Sinitsyn VE, Petraikin AV, Vladzymyrskyy AV, Shulkin IM, Sharova DE, Semenov DS. Improving aortic aneurysm detection with
artificial intelligence based on chest computed tomography data. Digital Diagnostics. 2024;5(1):29-40. DOI: https://doi.org/10.17816/DD569388

Submitted: 19.09.2023 Accepted: 19.12.2023 Published online: 11.03.2024
V-2
ECO®VECTOR Article can be used under the CC BY-NC-ND 40 International License

© Eco-Vector, 2024


https://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.17816/DD569388
https://doi.org/10.17816/DD569388

ORIGINAL STUDY ARTICLES Vol. 5 (1) 2024 Digital Diagnostics

DOI: https://doi.org/10.17816/DD569388

ALERERFETMNELT R ERmEERruEE
s BkiEt MY SR

Alexander V. Solovev'?, Yuriy A. Vasilev', Valentin E. Sinitsyn"3#, Alexey V. Petraikin’,
Anton V. Vladzymyrskyy', Igor M. Shulkin', Daria E. Sharova', Dmitry S. Semenov'

! Research and Practical Clinical Center for Diagnostics and Telemedicine Technologies, Moscow, Russia;
2 Morozov Children’s Municipal Clinical Hospital, Moscow, Russia;

3 Clinical City Hospital named after |.V. Davydovsky, Moscow, Russia;

“ Lomonosov Moscow State University, Moscow, Russia

WE

Wik, TBEZ “LFERT . ORI BCAEMER, T H TR i S R A Kk
TRRLINR10 N6, ZhAKE R AR LN 661, F 2 rANG )T ] B BUR & 1
A N TR BESORKIEHI ] UK K SE =2 &, Brikser.

B AHEFH B B2 PPAl A TR B8 SR AL 0 8 v S5 7 J2 4 RS 0 i 3= 3 o 1 Rk
P, AR I BEFARAE T Ak B2 A2 W PR R SR S RF AR GEAE U A A AT D il i Wl AT 1
PRS0 FH N R B R AE TG b P2 1 288 1 60 350 T S AT LB 22 41 3 e A g 3= 30 kg
Mg RBEAT 171G BTTCN XS844054418% LI B E #EAT T obiief & . @ N TR RES
ARG 8 HH 86 BEALLIN 3= 3 kR AR B o A AN V. 37 R A R R R S RO A P ) L AR
= A X LA B 45 RAEAT 1 IBHE M o PHARTBOR R AR I LA A EAT 7 [ A PP A
AN BB BENLANE, TR T L AEI68 M e B AE N A AR A AVl /635 4 ¢ 5 0 32 Bl ik
HARZ AR R A

SR R, fEABIR T, SR BRI O RHE AR B, 3B, )
JikJR R IR, BN TERESORTEBIE V. HAePI EgHRAERARZ A, AL
R AL AR A 0 45 2R

fil N R BE AR AT ARSI 5% HY s B 2 B b s Bk A B AR Ao DAL, AR i 2 i
BEALIT 2 49 45 R B 3 Sl R AR SR Ry 1 4 1% . LE TSN S 0T T A A7) 25 4t A [ st 2k
BEFErR, AN R RESOR R B L8 IR FAT e RS SR B rTAT 1, BE AT Rt 2R
RIBR ST R SCRE AR GE,  SCRT S e SE Sl 5O B 5K A TR0 1

FE 7 — A REENBEREA T, BB KRR AR 914, 5%, W0 L BIBOR R AR D91, 2%,
HARicwoR 7, BRI E 3k B B R K.

SR K N TR BERORN AT M50 & B TS RV b e v, AT BABR ool 1 3 3 o 5
e PR 2 R BRAR S ARSI o R PN T RESOR Y™ M 3 v S ATL T 2 0 ) [ 12 7 5 v
AR HE RIS, gy B ORAN RE R

KW BTIHENZE AR B R A TR

B AL
Solovev AV, Vasilev YuA, Sinitsyn VE, Petraikin AV, Vladzymyrskyy AV, Shulkin IM, Sharova DE, Semenov DS. A T %7 & £ 4 MK 35+ H LI 23
B o ek 32 S0 kR A I £ ST R, Digital Diagnostics. 2024;5(1):29-40. DOI: https://doi.org/10.17816/DD569388

W : 19.09.2023 5% 19.12.2023 RAGHY: 11.03.2024
&
ECO®VECTOR Article can be used under the CC BY-NC-ND 40 International License

© Eco-Vector, 2024


https://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.17816/DD569388
https://doi.org/10.17816/DD569388

32

ORIGINAL STUDY ARTICLES

BACKGROUND

According to the World Health Organization, cardiovascular
diseases and associated disorders are among the leading
causes of death [1]. These diseases include aortic aneurysms,
which are known as “silent killers.” They are generally
asymptomatic and can result in aortic dissection or rupture,
which leads to death in 94%-100% of cases [2, 3]. Very few
studies have statistically analyzed the prevalence of thoracic
aortic aneurysms [4]. In Russia, the incidence of ascending
aortic aneurysms ranges from 0.16% to 1.06%. Notably, a
recent large epidemiological study on the incidence of thoracic
aortic aneurysms in Russia was performed approximately
40 years ago [5], highlighting the need for further studies.

According to autopsy data collected over 10 years in the Filatov
City Clinical Hospital No. 15 (Moscow), a thoracic aortic aneurysm
was the cause of death in 0.8% of cases, with aneurysms
suspected before death in only 11% of these cases [4]. In the USA,
aortic aneurysms are the 17th leading cause of cardiovascular-
related death, with an annual prevalence of thoracic aortic
aneurysms of approximately 10 per 100,000 of population
and an aneurysm rupture prevalence of approximately 1.6 per
100,000 of population [6]. In Sweden, thoracic aneurysms and
aortic dissections occur in up to 16.3 per 100,000 of population [7].
According to Yale University data, the annual incidence rates of
aneurysm ruptures and aortic dissections are 3.6% and 3.7% of
the reported cases, respectively [8].

During screening for lung tumors using chest computed
tomography (CT), abnormal thoracic aortic dilatation is
detected in up to 8.1% of patients aged >50 years [9, 10].

Opportunistic screening is a prospective and retrospective
analysis of relevant cases to identify conditions and risk
factors in addition to the target pathology. This strategy
eliminates the need for repeated examinations, reducing the
patient’s radiation exposure [11].

In 2022, more than 647,000 noncontrasted chest CT studies
were performed in Moscow. This number of examinations
allows for the opportunistic detection of various pathological
conditions, including life-threatening ones such as thoracic
aortic dilatation (aneurysm) [12].

Since 2020, the world's largest study has been conducted
in Moscow to assess the efficacy and quality of artificial
intelligence (Al) technology: “An experiment on the use of
innovative computer vision technologies for the analysis of
medical images and further use in the healthcare system of
the city of Moscow” (Moscow Experiment) [13]. Al technology
is used in the test mode in the Moscow Experiment, under
the supervision of experts of the Center for Diagnostics and
Telemedicine (Moscow). The process includes a continuous
quality assessment of the system and adjustments to its
operation, calculations of accuracy metrics, and identification
of operation errors and other characteristics. Consequently ,
conditions are created for performing retrospective studies
and processing X-ray findings during the primary analysis
by a radiologist.
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AIM

To assess the efficacy of Al technology in detecting
thoracic aortic aneurysms based on chest CT findings and
investigate the possibility of using Al technology as a medical
decision support system for radiologists during the primary
assessment of X-ray findings.

MATERIALS AND METHODS
Study design

A retrospective analysis of 84,405 chest CT scans was
performed. Data were derived from the Unified Radiology
Information Service of the automated Unified Medical
Information Analysis System (ERIS EMIAS) of Moscow
between June 1, 2022, and November 30, 2022, and processed
using Al technology. The study design is presented in Fig. 1.
The total sample included 84,405 patients aged >18 years,
from which 86 examinations with a suspected thoracic
aortic aneurysm with a maximum diameter of >50 mm were
selected using Al technology data. The examinations were
selected by vascular surgeons of the Sklifosovsky Institute
for Emergency Medicine.

The resulting sample was then reviewed by two
radiologists from the Center for Diagnostics and Telemedicine
with over 5 years of experience. If the first two radiologists
disagreed, an expert with 10 years of experience in radiology
acted as an arbitrator and made the final decision on the
presence of an aneurysm and its description.

During the review, eleven patients were excluded,
specifically because the radiologist did not provide a
primary protocol in the ERIS in six patients and the results
were classified as false positive after Al data processing
(assessment of a nontarget pathology or organ) in five
patients. The resulting sample included 75 patients referred
for a follow-up examination and treatment.

In addition, 1,000 scans were randomly selected from the
total sample of 84,405 examinations to assess the distribution
of aortic diameter vs. age. After the exclusion of 32 patients
due to missing data on patients’ ages, the resulting sample
included 968 patients (433 males and 535 females, 44.7%
and 55.3%, respectively).

Inclusion criteria

The inclusion criteria for chest CT scans in the sample
for analysis using Al technology during the Moscow
Experiment in the Thoracic Aortic Aneurysm area were
as follows:

+ Qutpatients and inpatients (male and female patients)
of the institutions forming part of the Moscow
Healthcare Department (aged >18 years)

+ Examination type: noncontrasted chest CT with <3 mm
slice thickness

« Availability of chest CT scans in the DICOM format and
the radiologist’s protocol in the ERIS EMIAS
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84,405 chest CT examinations processed using Al technology for detecting
an abnormal thoracic aortic dilatation

6 cases were excluded because
v the radiologist did not provide
86 studies were selected and reviewed by radiologists a protocol in the ERIS
and vascular surgeons for the presence of thoracic aortic
aneurysms 5 aneurysms were erroneously
diagnosed (false positive result)
according to Al data

\ \d
[ 31 radiologists did nOtJ [M: radiologists describeﬂ

describe the aneurysm the aneurysm

968 studies for the assessment of the distribution 75 studies were included
of thoracic aortic diameter vs. age in the resulting sample

Fig. 1. Study design. Al, artificial intelligence, CT, computed tomography; ERIS, Unified Radiology Information Service.

The exclusion criteria were as follows: + Ascending aortic dilatation: 40-49 mm
+ Patients with surgical hardware (postoperative clamps + Ascending aortic aneurysm: =50 mm
or plates) creating artifacts in the chest area, including « Descending aortic aneurysm: =40 mm [15]
pacemakers The domestic Al algorithm Chest-IRA (IRA Labs,
» Contrast enhancement and lung kernel CT Russia) was used to automatically determine the thoracic
+ Absence of chest CT scans in the DICOM format and/or ~ aortic diameter. The accuracy of this Al technology
the radiologist’s protocol in the ERIS EMIAS. was assessed during the Moscow Experiment, with the
o following results:
Study conditions « Area under the ROC curve (AUC): 0.99
According to the basic diagnostic requirements, Al + Sensitivity: 0.94
technology was used to process examination findings « Specificity: 0.96
for detecting abnormal thoracic aortic dilatation. These + Accuracy: 0.95
requirements were developed based on the European Society + Duration of analysis (one examination): 2.1 min [16]
of Cardiology guidelines on the diagnosis and treatment of An example of an Al technology algorithm operation is
aortic diseases [14]: presented in Fig. 2.

Fig. 2. An example of an algorithm operation of a complex Al-based service to process chest CT findings: a: Al technology correctly
selected and marked (red line) the suspected ascending and descending thoracic aortic aneurysms; b: a false positive result: a mediastinal
neoplasm was marked (red line) together with the ascending thoracic aorta; the green frame indicates the diameter of the descending
thoracic aorta. This complex Al-based service has additional modules for marking pulmonary infiltrates (orange outline) and pleural

effusion (yellow outline).
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The retrospective verification of CT scans with suspected
thoracic aortic aneurysms in the total sample of 75 studies
(maximum diameter: >50 mm) was performed by two
radiologists (with >5 years of experience), one expert
radiologist, and vascular surgeons (with >10 years of
experience). The correctness of Al technology operation in
measuring the thoracic aorta in the axial plane was assessed.
According to the guidelines of the European Association
of Cardiovascular Imaging and the European Society of
Cardiology, the physicians measured both the maximum
anteroposterior diameter and the perpendicular diameter
of the thoracic aorta [17]. All patients in the sample were
referred for a follow-up examination to decide on further
monitoring or treatment.

The normality of distribution in the groups of patients
was assessed using the Shapiro-Wilk test. Given that the
distribution was not normal (p <0.001), all subsample values
are presented as median [25" percentile; 75" percentile]
and minimum/maximum. Between-group comparisons were
performed by the Mann-Whitney method.

RESULTS

Primary study results

The Al technology algorithm was used to process
84,405 noncontrasted chest CT scans for detecting abnormal
thoracic aortic dilatation. In total, 86 patients (62 male and
24 female patients) with a suspected thoracic aortic aneurysm
according to Al technology findings were selected from this
sample and retrospectively reviewed by radiologists and
vascular surgeons. Of 86 patients, six were excluded from
the sample because no protocol was available in the ERIS,
and five had a false positive result after Al data processing
(assessment of a nontarget pathology or organ, Fig. 2, b);
these five patients were also excluded from the sample.

y=0,177x + 25,8
R?=0,401 ¢

Maximum thoracic aortic diameter (mm)
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Maximum thoracic aortic diameter (mm)

Digital Diagnostics

The resulting sample included 75 patients: 57 male (66 [59;
73]; 27-87 years) and 18 female patients (62 [59; 74]; 47-87
years). Thoracic aortic aneurysms were described in the
primary X-ray protocol in 44 (59%) cases; in 31 (41%) cases,
aneurysms were not mentioned in the primary protocol. Thus,
Al technology allowed for detecting 31 additional cases of
thoracic aortic aneurysms (41%). In this group, the maximum
thoracic aortic diameter was 56 [54; 60]: 52-84 mm in male
and 57 [54; 63]; 52-87 mm in female patients.

Patients with aortic aneurysms detected using Al
technology on chest CT scans were informed and referred for
follow-up examinations (echocardiography, CT, or magnetic
resonance angiography, and cardiologist or vascular surgeon
consultation) to determine the management and treatment
strategy.

The follow-up examinations provided additional
information: 4 (5.33%) of 75 patients died before the end of
diagnostic procedures or surgery, and 3 (4%) patients refused
follow-up examinations and treatment. Another 31 (41.33%)
patients were lost to follow-up.

In 25 (33.33%) of 37 patients who remained under
follow-up and continued treatment, thoracic aortic aneurysm
was confirmed (ongoing follow-up); in 12 (16%) patients, the
diagnosis was clarified (still being treated by a cardiologist).
In 3 patients, the diagnosis of aneurysm was not confirmed
after a diagnostic examination; these patients were diagnosed
with thoracic aortic dilatation. Moreover, two surgeries (aortic
stenting) were performed for aneurysms.

No significant differences in age and thoracic aortic
diameter were found between the groups of male and female
patients with aneurysms detected using Al technology (p>0.05).

Findings of the second part of the study

Preliminary data on the incidence of aneurysms was
obtained in the sample including 968 cases (Fig. 3) randomly

65

60
y=0,118x+ 28,6

R? = 0,346

50 .
45
40

35

Fig. 3. Plot of the maximum thoracic aortic diameter versus age for the sample including 968 examinations: a: male patients; b: female patients.
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selected from 84,405 cases. In the adult population (aged >18
years), the incidence rates of thoracic aortic dilatation and
aneurysms were 14.5% and 1.2%, respectively.

The female patients were 65 [51; 75]; 19-102 years old
(n = 535), and the male patients were 60 [47; 71]; 18-95
years old (n = 433). There were slightly more female
patients than male patients, reflecting the sex distribution in
the total patient population studied. The median age of the
female patients (65 years) was slightly higher than that of
male patients (60 years), and the interquartile ranges were
comparable.

In this group, the thoracic aortic diameter was 34 [31; 37];
20-50 mm in female patients and 36 [33; 39]; 24—60 mm in
male patients.

Significant (p<0.001) differences in age and maximum
thoracic aortic diameter were found between the male and
female patients. A pronounced association of the thoracic aortic
diameter and age was found in male and female patients. In
male patients, relative age-related changes in the thoracic
aortic diameter are more pronounced at 0.177 mm/year; in
female patients, this parameter was 0.118 mm/year.

DISCUSSION

Result summary

The analysis showed no significant differences (p >0.05)
in age or maximum thoracic aortic diameter between male
and female patients with aortic aneurysms (n = 75). In the
sample including 968 patients (randomly selected from the
total sample), significant differences (p<0.001) in age and
maximum thoracic aortic diameter were found between
male and female patients. This highlights the need for age
and sex standards to describe the distribution by age. In
addition, well-designed studies are necessary for a more
comprehensive analysis of the observed trends.

Discussion of study findings

An increase in the detection rate of aneurysms in a
retrospective study employing an Al algorithm confirms the
efficacy and feasibility of this approach in clinical practice,
e.g., as an accessory tool for radiologists during the primary
assessment of X-ray findings. However, the software also
provided some false positive results. Methods to minimize
such errors by monitoring and fine-tuning the algorithm have
been reported [20-22].

According to the literature, a positive correlation existed
between age and thoracic aortic diameter. Men generally
have larger thoracic aortic diameters than women [18], as
well as a more pronounced association between age and
thoracic aortic diameter [19], which is consistent with the
statistical analysis findings in this study.

Physicians are at risk of missing clinically significant
conditions for various reasons, including professional burnout
(e.g., following the COVID-19 pandemic), increasing workload,
and medical personnel shortage. This is another argument in
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favor of using Al technology as a medical decision support
system for radiologists when assessing chest CT scans. Al
technology can improve the detection rate and reduce the
number of missed clinically significant pathologies [23].

The domestic Al technology used in this study is not the
only one in the world, and quality metrics can be used when
selecting Al algorithms. Foreign analogs of Al technology are
also available for automatic measurement of the thoracic
aortic diameter and detection of aneurysms; these solutions
allow avoiding errors and can be used in opportunistic
screening [24, 25].

According to the literature, Al technology helps
radiologists reduce the time spent on detecting pathologies
in X-ray images [26, 27].

Al-based solutions are a promising tool for aortic
measurements [28]. However, the accuracy of these
measurements must be confirmed by further research.
This study demonstrates that although Al cannot replace
physicians, it can aid radiologists by warning them of potential
aortic pathologies, allowing them to avoid missing clinically
relevant abnormalities. Radiologists must understand the
principle of Al technology operation and possible errors
when analyzing study findings [29-33]. Thus, the use of Al in
medicine can be a valuable tool in detecting thoracic aortic
aneurysms. Accordingly, Al technology must be used to
detect abnormal thoracic aortic dilatation during the primary
assessment of X-ray findings and in retrospective analysis
to reduce the risk of missing clinically significant changes.

CONCLUSIONS

The use of Al technology during the primary assessment
of chest CT images and for expanded opportunistic screening
may improve the diagnosis of clinically significant pathologies,
such as thoracic aortic aneurysms, and prevent unfavorable
outcomes. Further optimization of the routing in this patient
population requiring urgent medical intervention for timely
surgical treatment is crucial. Thus, population reference
values for thoracic aortic diameter must be established to
adjust the diagnostic criteria for this condition.
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Bo3M0)XXHOCTU MCNOJIb30BaHUA BUPTYaJIbHOIO
cumynatopa «Vimedix 3.2» B npouecce obyuyeHus
no cneuuanbHOCTU «Y/bTpasBYKOBas AUArHOCTUKA»

B.A. Bacunees, C.H. Kongpuunna

[NeTpo3aBofcKuin rocyAapcTBEHHbINA YHUBepcuTeT, eTpo3aBoAck, Poccus

AHHOTALMA

O6ocHoBaHMe. B nocneaHue rofpl akTyanbHO M3MeHeHWe METOAMK W NMpOrpamMM MpenoAaBaHns MHOTUX AWCLMNIMH, B TOM
uucne yNbTPa3BYKOBOW AMArHOCTUKM, C BKIIIOYEHWEM B HUX Pa3/IMYHbIX BUPTYaNbHbIX M CUMYNALMOHHBIX YCTPOMCTB. [paKTu-
YECKWI OMbIT UCMOb30BaHUA NOAOBHBIX TEXHONOMWN B NpoLecce 06y4eHUs [OCTAaTOYHO HEMPOAOIIKUTENEH, B CBA3U C 3TUM
B OTEYECTBEHHOI U 3apybexHO IUTepaType MMEKTCA UL HEMHOTOYUCNIEHHBIE OpUTMHAMbHBIE PaboThl, MOCBSALLEHHBIE 3TOM
TEME.

Lienb — onpenenutb BO3MOXHOCTM WU anropuTM UCMOMb30BaHUS BUPTYaNbHOTO CUMyNATOPA YNbTPa3ByKOBOrO MCC/eA0Ba-
HWSA B mpoLiecce MpenofaBaHns AUCLUMMIIMHBI «y/bTPa3ByKoBas AMArHOCTUKa» Ha OCHOBaHWM pe3ynbTaToB paboThbl C HUM.
OueHuTb MpeuMyLLEecTBa U HEA0CTATKV NPUMEHEHUS CUMYJIAITOPA B CPABHEHWM C TPaAULMOHHON METOAMKOW NpenoaaBaHus.

Martepuansl u MeToabl. [lpoaHanu3vpoBaHbl pe3ynbTaThl NPUMEHEHUS BUPTYanbHOro TpeHaxepa «Vimedix 3.2» B yyebHOM
npouecce. Ha HEM npoBoAMAUCHL CUMYNALMK TpaHcabA0MUHAMBHOMO YNBTPa3BYKOBOr0 UCCIe,0BaHUA OpraHoB OpIOLLHOI No-
NOCTU, TPAHCTOPaKasbHO! 3XoKapamorpadmm, TPUNNEKCHOr0 CKaHMPOBaHMs MarucTpabHbIX COCyAoB. B npouecce uccnepo-
BaHWA y4yacTBOBanW 26 OpAMHATOPOB MO CMELManbHOCTU «yNbTPasByKoBas AWarHOCTUKa» U 37 Bpayei, NpoxoamBLUMX 06-
yueHue Ha Kypcax npodeccroHanbHoW NepenoaroToBKy.

PesynbTathl. [lpuMeHeHne BUPTYanbHOTO CUMYNIATOPA Ha HaYanbHOM 3Tane B y4ebHOM NMpoLecce MOXKET YCTPaHWUTb MHOTUe
npobnembl, C KOTOPLIMU CTANIKUBAKOTCA OPAMHATOPLI U KYpcaHTbI NPY 06y4eHMM Ha KMHUYecKuX basax. Mcnonb3oBaHue cu-
MynsiTopa B NpoLiecce TECTUPOBaHUS NPEeACTaB/IAETCA MEHee MPeAnoyTUTENbHLIM, M0 CPABHEHMIO C MPaKTUYECKUM 3K3aMe-
HOM C MCMO/b30BaHWEM YNbTPA3BYKOBbIX CKAHEPOB W PeasnbHbIX NALMEHTOB.

3aknouenune. Cumynatop LenecoobpasHo UCMob30BaTh Ha HAaYaNbHOM 3Tane Ans 0TpaboTKM MeTOAMKM uccneaoBaHms. Pe-
KomeHAyeTcs paspaboTka W ucnonb3oBaHue B 0byyeHUM SOMONHMTENBHBIX y4ebHO-MeToaNYecKUX MaTepuanos 1 yuebHoi
nporpamMbil. MpenMyLLiecTBamMK BUPTYanbHOr0 CUMYNATOpa ABASAOTCA KOM(OPTHOCTb paboThl Ha HayanbHOM aTane obyueHus,
Marioe BpeMsl ero 0CBOEHMs, Hanuume 0BLIMpHOM Ba3bl AaHHbIX NaTONOrMYECKUX CyyaeB. BoiABNEHHbIE HEKPUTUYHBIE HE[0-
CTaTKW TPebYIOT KOPPEKLMM NPU JanbHENLLEM 00YYEHUN B KITMHUKE.

KnioueBble cnioBa: CUMyNALMOHHOE 0By4YeHWe; BUPTYaNbHbI TPEHAXEp; CUMYNATOP YbTPa3BYKOBbIX MCCNeL0BaHUI;
yNbTPa3BYKOBasA AMarHOCTUKA.

Kak uutmpoBartb:
Bacunbes B.A., Konapuumna C.H. Bo3amoHOCTV MCnonb30BaHKs BUPTyanbHoro cumynstopa «Vimedix 3.2» B npoLiecce 0byyeHns No cneumanbHOCTU «yNbTpa-
3ByKOBas AuarHoctukax // Digital Diagnostics. 2024. T. 5, N2 1. C. 41-52. DOI: https://doi.org/10.17816/DD586551
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Possibilities for using the Vimedix 3.2 virtual
simulator to train ultrasound specialists

Valeri A. Vasilev, Svetlana N. Kondrichina

Petrozavodsk State University, Petrozavodsk, Russia

ABSTRACT

BACKGROUND: In recent years, it has been critical to modify training methods and programs in numerous areas, including
ultrasound diagnosis, with the use of various virtual and simulation devices. Because practical experience with employing such
technologies in the teaching process is limited, there are few original studies on the subject in Russian and foreign literature.
AIM: To determine the possibilities and algorithms for using a virtual ultrasound simulator to train ultrasound specialists based
on the results of related work, as well as to assess the benefits and drawbacks of simulators in comparison to conventional
teaching methods.

MATERIALS AND METHODS: The results of using the Vimedix 3.2 virtual simulator in the teaching process were analyzed.
Simulations of abdominal ultrasound, transthoracic echocardiography, and triplex scanning of major vessels were performed.
The study included 26 residents specializing in ultrasound diagnosis and 37 physicians undergoing professional retraining
courses.

RESULTS: Using a virtual simulator during the initial stage of training helps eliminate many of the challenges that residents and
trainees encounter in clinical practice. The use of a simulator during testing appears to be less beneficial than during a practical
examination employing ultrasound scanners and real patients.

CONCLUSION: The use of a simulator at the initial stage is advisable to get familiar with this research methodology. It is
recommended to develop and use additional teaching materials and programs in training. The advantages of the virtual
simulator include ease of use during the initial stages of training, a steep learning curve, and the availability of an extensive
database of pathological cases. The identified noncritical shortcomings require correction during further training in the clinic.

Keywords: simulation training; virtual simulator; ultrasound simulator; ultrasound diagnosis.
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BACKGROUND

Virtual and simulation technologies have recently
increased applications in various areas of medicine,
including teaching medical students. Various simulations
of real processes have long been used in the training and
practice of specialists in numerous areas, and they have
been developed for several decades [1-3]. This process is
accelerating because of both the widespread digitization of
our lives and the active implementation of such technology
in clinical practice.

Virtual simulators and augmented reality technologies
are increasingly being used in clinical practice, not only for
diagnosis but also for therapeutic purposes in areas such
as surgery, anesthesia, and resuscitation. These include
three-dimensional (3D) anatomy and imaging tables, virtual
reality programs for studying human anatomy, and surgical
simulators and robots [4-6]. Consequently, digital methods
are being used in teaching and knowledge assessment of
medical graduates and healthcare professionals undergoing
retraining during state certifications and accreditations,
including ultrasound diagnostic specialists [1, 7]. The interest
in such technologies increased because medical schools and
postgraduate education institutions are finding it increasingly
difficult to teach some specialties in clinical settings.

These include limitations specific to working in the clinic,
such as research place and time constraints [7, 8], shortage
of ultrasound machines, lack of mentors, and access issues
during quarantine. Other challenges are related to the
individuals being examined, including psychological pressure
on students during their first interactions with patients,
some patients’ reluctance to be examined by students [8],
lack of patients with the pathology of interest in the clinic,
and poor visualization in the so-called “difficult” patients.
Moreover, some problems are related to students’ theoretical
knowledge and level of engagement, which can significantly
increase the time for practicing the required skills, which is
limited in the clinic. Furthermore, skill building in ultrasound
scanning techniques can be challenging because of a lack
of understanding of normal and abnormal anatomy. This
refers to the proper sensor placement, which can be time-
consuming and uncomfortable for the patient.

Thus, changes in the teaching methods and curricula for
some specialties in medical schools and the use of modern
virtual and simulation devices are necessary. It is especially
relevant in training radiology specialists because digital
image processing software has long been used in X-ray
diagnosis, and specialists must have adequate skills and
expertise.

However, the experience of using such technologies in
teaching medical students is limited. Consequently, original
articles on the subject in both Russian and foreign literature
are limited. The majority of these articles emphasize the
benefits of simulation technologies in training ultrasound
diagnostic specialists [7-10]; however, certain disadvantages
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exist, particularly in testing and knowledge assessment [7].
Virtually no standardized approaches have been established
for simulation training in diagnostic ultrasonography, efficient
use of virtual simulators, establishing their role in the
educational process and evaluating the results of their use.
Data on the development and effectiveness of special training
modules and teaching materials aimed at mastering specific
types of simulators are limited.

In this regard, we analyzed our experience with modern
digital technologies in teaching and knowledge assessment,
using an ultrasound simulator as an example. The virtual
simulator has been used for 4 years for training of ultrasound
diagnostic specialists at the Department of X-ray Diagnostics
and Radiation Therapy of the Institute of Medicine of the
Petrozavodsk State University. The simulator is intended
for first- and second-year residents and physicians during
professional retraining. The simulator is used by residents
during the final state certification and for primary accreditation
of ultrasound diagnostic specialists.

AIM

To determine the possibilities and algorithms for the use
of a virtual ultrasound simulator to train ultrasound diagnostic
specialists based on the results of using a simulator to assess
the benefits and drawbacks of simulators in comparison with
conventional teaching methods.

MATERIALS AND METHODS

The results of using a Vimedix 3.2 virtual ultrasound
simulator (CAE Healthcare, Canada) in the teaching process
were analyzed. This simulator is the most widely available
in both the Russian and foreign markets. It includes several
mannequins and sensors for practicing ultrasound scanning
technigues in various areas and an abnormal case database.
The simulator includes an Omen laptop (Hewlett-Packard,
USA) with wireless connection, a mouse, a male multipurpose
mannequin, an array of ultrasonic convex sensor, and a
sensor adapter (Fig. 1).

Fig. 1. Vimedix 3.2 virtual ultrasound simulator.
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The laptop used comes with original ultrasound simulation
software that supports both 2D and 3D/4D anatomical modes
with multiplanar reconstruction. Microsoft HoloLens 2 (USA)
mixed reality technology allows the user to visualize the
anatomical structures of interest in the “live” mode, i.e.,
in motion. It is used to facilitate navigation in the area of
interest by assessing X-ray tomographic images [11, 12]
and in the simulator for correct sensor positioning during
simulation [13]. In the laptop screen’s workspace, in addition
to the 2D image, a separate window displays a 3D/4D
animated anatomical image of the organs within the scanning
area. Users can control the display of anatomical structures
and split the window for better visualization.

The simulator can imitate procedures such as
transabdominal  ultrasonography, transthoracic
echocardiography, and scanning of major vessels. The
following scanning modes are available:

+ B (2D, B-scan ultrasonography)

+ M (A-scan ultrasonography)

» Color Doppler (CD)

+ Pulsed wave (PW)

A customized marker system monitors the sensor
movement along the mannequin surface, allowing for
ultrasound scanning in various positions (dorsal, lateral,
etc.). A set of basic tools was used to assess the results,
such as length, area, volume, and blood flow velocity
measurement in Doppler modes, and calculation of central
hemodynamics parameters during echocardiography. A
final protocol can be generated based on the scan findings
and measurements.

CAE VIMEDIX™ Bob

Virtual probe

[P NG

Target Cut Planes

A

90 BPM

-
=
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The virtual simulator has a large database of ultrasound
images depicting various pathologies of the abdominal
organs and cardiovascular system. This allows the user
to master ultrasound scanning techniques in various
areas, both with normal anatomy and various pathologies.
Consequently, during knowledge assessment, the ability
of certification candidates to detect and describe various
pathological changes using standard protocols can be
evaluated.

The study included 26 residents training in diagnostic
ultrasonography and 37 physicians undergoing professional
retraining in the same discipline. Because the study used
categorical data and two answer options, this sample size
was sufficient to assess the proposed teaching method
and extrapolate the results to all students training in
ultrasonography, during the study period and beyond. The
results of using the simulator were assessed by personnel
of the Department of X-ray Diagnostics and Radiation
Therapy and practicing diagnosticians from the institute’s
clinical sites who participated in the training and knowledge
assessment.

The main parameters for assessing the results of using
the virtual simulator were those necessary for organizing and
planning the teaching process:

+ Time required to master the simulator (including

training in running the software and using the interface)

» Ease of learning and psychological comfort

« Ease of handling the sensor and mannequin

« Correct sensor positioning (using anatomic landmarks

of the mannequin and the mixed reality technology)

CAE HEALTHCARE

25/03/2021 23 o3 = ) % s

Normal 18:54:31 Load  Settings  Toolbars Help Exit

Recording Capture

EEE— D

Fig. 2. Simulation program interface in mixed reality and 2D modes.
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« Ability of students to use the simulator without

assistance

» Need for special teaching materials and modifications

of the existing training program.

Residents and students who had previously used
ultrasound scanners in the clinic assessed the quality of
images created by the simulator and compared it with the
quality of the image obtained in a real world setting. Data
were collected by an anonymous survey of students using
the Likert scale [14] and scoring from 0 to 5 for the proposed
questions (Figs. 3 and 4).

During training, the teacher analyzed the work with the
equipment using the assessment criteria. At the end of the
training course, teachers and mentors working in the clinic
used tests to assess the theoretical knowledge and practical
skills of the students. The majority of the assessment criteria
were subjective, making it difficult to interpret the results.
However, this is inherent in ultrasonography, contributing to
its high operator dependency. Problems that emerged during
training were also recorded, and their causes and solutions
were discussed with the students.

Ethical considerations

The study volunteers participating in training and
research provide informed consent. Data were acquired
using a voluntary anonymous questionnaire survey, and
no personal data were collected or processed during the
process. This study did not involve any patients.
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RESULTS

When assessing the benefits and drawbacks of using a
virtual simulator in the training, the simulator was compared
with the conventional method, where residents and physicians
receive training using an ultrasound scanner in real patients in
clinical settings under the supervision of mentors (department
staff and practicing physicians). This conventional approach
has well-known limitations, particularly in recent years
because of the COVID-19 pandemic [15].

All residents and the majority of the students (81%)
successfully completed the training with the virtual ultrasound
simulator. The success criteria included confident use of the
simulator software and interface (running, settings, etc.) and
full mastery of ultrasound scanning techniques in various
areas (Table 1).

The minimum time required to master the simulator was
2—6 training sessions (2 academic hours each) under the
supervision of a department teacher, plus one introductory
lecture (1 academic hour, or 45 min). Notably, residents
mastered the simulator more quickly than students. This, we
believe, is due to their theoretical background (lectures in
X-ray diagnosis) and experience in working with ultrasound
equipment. For most residents (75%), 2—3 training sessions
with a mentor were sufficient, after which they could work
without supervision. As for physicians taking professional
retraining, older students (aged > 50 years) required a
minimum of 3—-4 and a maximum of 6 training sessions to

Questil ire for resid and

training in diagnostic ultrasonography
The survey is anonymous; you are not required to provide any personal information.
For answers with a gap, please use a scale of 1 to 5, where: 1 = strongly disagree,

2 = disagree, 3 = neither agree or disagree, 4 = agree, and 5 = strongly agree.

For yes/no questions, please select one option.

1. I fully mastered the ultrasound simulator.

Answer:___ (points)

2. | fully mastered the ultrasound scanning technique in specific areas using the ultrasound
simulator.

Answer:___ (points)

3. It was easy for me to master the ultrasound simulator.

Answer:___ (points)

4. It was difficult for me to master the ultrasound simulator.

Answer:___ (points)

5. | would prefer the ultrasound simulator when training in diagnostic ultrasonography.

Yes No

6. 1 would prefer ultrasound scanning in real patients when training in diagnostic ultrasonography.
Yes No

7. It was difficult for me to master the ultrasound simulator software.

Answer:___ (points)

8. My knowledge of computer science is sufficient to confidently use the ultrasound simulator.
Answer:___ (points)

9. My knowledge of computer science is insufficient to confidently use the ultrasound simulator.

Answer:___ (points)

10. For me, training using the ultrasound simulator was more psychologically comfortable than
training on real patients in clinical settings.

Answer:___ (points)

11. For me, training on real patients in clinical settings was more psychologically comfortable than
training using the ultrasound simulator.

Answer:___ (points)

12. | would prefer the ultrasound simulator for the final testing in diagnostic ultrasonography.
Answer:___ (points)

13. I would prefer real patients in clinical settings for the final testing in diagnostic ultrasonography.
Answer:___ (points)

14. For me, preparing for the final testing using the ultrasound simulator was more psychologically
comfortable than training on real patients in the clinical setting.

Answer:___ (points)

15. For me, preparing for the final testing on real patients in clinical settings was more
psychologically comfortable than using the ultrasound simulator.

Answer:___ (points)

16. It took me longer to master ultrasound scanning techniques using the ultrasound simulator
than training on real patients in the clinical setting.

Yes No

17. It took me longer to master ultrasound scanning techniques when training on real patients in
clinical settings than using the ultrasound simulator.

Yes No

18. The images of internal organs on the screen of the ultrasound simulator are not inferior to
those of the diagnostic ultrasound systems | have worked with (if you have no such experience,
please do not answer this question)

Answer:___ (points)

Comments (please add your opinion on the subjects not addressed in the questionnaire or

challenges you encountered when using the ultrasound simulator)

Fig. 3. Questionnaire for residents and students, part 1.
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Fig. 4. Questionnaire for residents and students, part 2.
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Table 1. Student survey and testing results
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Residents Physicians

Number of students 26 37

Successful mastery of the simulator 100% 81%
Minimum time required to master the simulator, min 90 135
Psychological comfort during training in diagnostic ultrasonography using the simulator 80% 68%
Psychological comfort during preparation for testing/accreditation using the simulator 90% 75%
Satisfactory quality of simulator images in the M and B modes 95% 95%
Satisfactory quality of simulator images in Doppler modes 90% 89%
Positive opinion on the use of 3D/4D navigation software 100% 100%
Preference for the simulator during final testing and accreditation 100% 90%

master basic skills in using the simulator. Here, problems
were encountered because some students (26%) had either
zero or rudimentary computer skills. Consequently, they
could not independently run laptop software and confidently
use the simulator application interface even after completing
the training course. To assess the results of using the virtual
simulator, task-based tests were performed during the initial
accreditation of ultrasound diagnostic specialists (Fig. 5).

When using the simulator to master basic skills in
diagnostic ultrasonography, 72% of the students reported
more psychological comfort than when training on real
patients in clinical settings. This criterion was evaluated
only by students who had some actual experience with
ultrasound scanners (however limited). Both mentors and
students stated that the simulator makes it easier and
faster to master ultrasound scanning techniques. However,
the stress of the first contact with a patient in a real world
setting must be addressed in subsequent practice. This was
primarily relevant for residents who had no experience with
ultrasound scanning in real patients.

Working on the simulator was effortlessly integrated into
the training program because it was placed on the premises
of the medical school; thus, we did not have to adjust to the
working hours of a healthcare facility. This helps us address
the issue of a lack of space and limited time for training
in clinical settings. We practiced dividing the students into
groups, which allowed us to propose a training schedule
convenient for the teacher and students. Accordingly,
small groups of up to three students are most suited for
simultaneous work on a virtual simulator. This group size is
determined by the amount of time taken by one student to
master new skills during a training session, as well as the
size of the classroom.

Most students rated the image quality in the B and
M modes as good (95%) and in the Doppler modes as
satisfactory (89%). The assessment criteria included the
difficulty in recognizing and interpreting the resulting images
and the ability to correlate them with actual anatomical
objects. A problem in using Doppler modes was the inability
to adjust some of their parameters. Consequently, blood flow

in CD and PW modes was only clearly visualized through the
heart valves and some portions of the aorta.

All students agreed that an additional window with a
mixed reality mode and 3D/4D-live anatomical navigation
of the examined area helps in positioning the sensor when
examining all areas. It was especially convenient when
examining the abdominal organs and the heart [12].

Test to assess the results of mastering ultrasound scanning techniques
in the B mode using an ultrasound simulator
(option 1, with the MR mode; option 2, without the MR mode).
Testing time: 10 min
1. Turn on the virtual simulator and run the ultrasound simulation program.
2. Place the mannequin in the correct position for scanning
2. Display the examined organ in the longitudinal plane
MR technology.
3. Determine the size measuring points, perform the measurements, and share the findings.
4. Display the examined organ in the transverse plane with/without
MR technology
5. Determine the size of the measuring points, perform the measurements, and share the
findings.
6. Assess the echolucency and echostructure of the organs and share the findings.
7. Assess and describe the contours of the organ.
8. In the case of abnormal changes in the organs, assess them as follows:
- Location
- Size
- Shape
- Echolucency and echostructure
- Contours
- Additional elements (artifacts, etc.)
9. Prepare and share the scanning protocol, including the assessed parameters.

with/without

Test to assess the results of mastering ultrasound scanning techniques
in the Doppler modes using an ultrasound simulator
(option 1, with the MR mode; option 2, without the MR mode).
Testing time: 10 min
1. Turn on the virtual simulator and run the ultrasound simulation program.
2. Place the mannequin in the correct position to scan the heart.
3. Display the heart in the apical five-chamber view in the B mode.
4. Turn on the color flow mapping mode and set the scanned area in the mitral valve region.
5. Display the transmitral flow in the color flow mapping mode, assess its direction and
characteristics, and share the findings.
6. Turn on the pulsed wave Doppler mode, set the sample volume above the mitral valve leaflets,
and display the transmitral flow spectrum.
7. Measure the velocity, assess the transmitral flow spectrum, and share the findings.
8. Set the scanned area in the color flow mapping mode in the aortic valve region.
9. Display the blood flow in the left ventricular outflow tract in the color flow mapping mode,
assess its direction and characteristics, and share the findings.
10. Set the sample volume of the pulsed wave Doppler mode in the left ventricular outflow tract
and display the blood flow spectrum.
11. Measure the velocity, assess the blood flow spectrum in the left ventricular outflow tract, and
share the findings.
12. Set the sample volume of the pulsed wave Doppler mode in the supravalvular ridge of the aorta
and display the blood flow spectrum.
13. Measure the velocity, assess the blood flow spectrum in the supravalvular ridge of the aorta,
and share the findings.
14. Prepare and share the conclusion based on the blood flow through the mitral and aortic valves
in Doppler modes.
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Fig. 5. Tests to assess the results of mastering ultrasound
scanning techniques.
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In the B mode, an issue with incorrect sensor positioning
on the mannequin for some standard projections of the
heart (such as apical) was discovered, which will require
improvement in the future when practicing on real patients.
In these cases, students successfully solved the challenge
using the mixed reality system, allowing them to assess
accurately the section planes of the organ and the position
of the sensor relative to anatomical landmarks.

According to the survey results, 95% (both residents and
physicians) favored using the simulator over training on real
patients. The mean time spent practicing ultrasound scanning
in one area using the simulator was 1-2 training sessions
(2 academic hours each). The training included multiple-
view scanning with various positions of the mannequin;
moreover, the duration was not limited to one scan, which
is unavoidable in clinical settings. When our students began
using real ultrasound scanners, their skills in ultrasound
scanning of various areas were satisfactory, requiring only
a quick correction of sensor positioning and the ability to
work with “difficult” patients and during specific respiratory
phases.

In teaching methodology, it should differ from training
in clinical settings under the supervision of mentors.
Training in clinical settings includes two main approaches:
witnessing the procedure and imitating the mentor’s actions
on a patient. Training using a virtual simulator also offers
an opportunity for self-learning through trial and error.
This approach is more comfortable for students (at least
because there are no time constraints or psychological
pressures) and can provide better practical results. This
training strategy enabled our students to work on the
simulator independently and on their schedule. If necessary,
the teacher provided consultations remotely via voice and
video communications.

Furthermore, the conventional “one mentor, one trainee”
approach could be converted to group training at the initial
stage, which is more economically viable. The simulator
allowed the merging of the theoretical and practical
components of the training program in a single training
session. Initially, the teacher presents an introductory lecture
on a certain topic with a demonstration of the simulator.
Then, the students could reinforce their knowledge during
practical training (Fig. 6). This approach proved convenient
when learning the fundamentals of ultrasound scanning in
specific areas and when preparing for testing.

The use of the virtual simulator for knowledge
assessment during resident certification and specialist
accreditation yielded ambiguous results, requiring further
discussion. In several similar studies, the authors emphasize
the benefits of using simulators, particularly the lack of
stress for certification candidates and conditions close to
reality [8, 15]. These findings are consistent with the views
of most students (95%), who chose to use the simulator
during practical testing. Furthermore, this judgment was
consistent before and after testing. However, according to the
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Fig. 6. A second-year resident using the simulator.

department staff and mentors, this testing option has more
negatives than positives.

DISCUSSION

Based on the results obtained with the Vimedix 3.2 virtual
simulator, it can be recommended for use at the initial stage
of training ultrasound diagnostic specialists. Our experience
confirmed the benefits of incorporating virtual and augmented
reality technologies into educational programs for medical
students and ultrasound training programs as reported
previously [8-10, 15]. Virtual simulators are useful for
practicing ultrasound scanning techniques in specific areas,
positioning the sensor using anatomical landmarks, and
learning how to take basic measurements in various modes,
including Doppler ones. However, they do not replace clinical
experience, but augment it. At subsequent stages, practical
skills should be reviewed (and improved) by examining real
patients under the supervision of a mentor.

Currently, little information exists on how skills gained
through simulation-based training correlate with clinical
efficacy or how long they will be maintained [16, 17]. Thus,
practical testing is essential in graduates several years after
the start of independent work to more accurately assess the
efficacy of training. The Objective Structured Assessment of
Ultrasound Skills scale can be used for this purpose [18].

To effectively master the simulator, a user manual that
addresses topics such as running the application, a user
manual for the interface, and step-by-step instructions
for specific tasks is necessary. To facilitate self-learning,
the teacher should prepare an introductory lecture to
familiarize residents and students with the simulator
software and demonstrate its capabilities. Accordingly,
guidelines for examining specific anatomical areas of the
mannequin using a simulator will also be beneficial. To
master ultrasound scanning techniques in specific areas,
training modules lasting two academic hours proved useful,
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with one to demonstrate the techniques and the other
for practical training. Because of the varying computer
skills of students, the training program can provide two
options, with more or less time spent on training in running
simulator software.

To fully master the simulator, a minimum of 5-6 training
sessions with a teacher covering several scanning areas
are required. These could include reviewing the normal
anatomy, practicing positioning, various ultrasound modes,
and organ assessment parameters. Students can then work
independently on their schedule, including with remote
supervision from the teacher to address any emerging
concerns. Furthermore, using the pathological case database
integrated into the software, the virtual simulator can be
used for training in the diagnosis of disorders that were not
encountered in real patients in clinical settings.

However, the final knowledge assessment should be
performed on real patients using ultrasound scanners because
this allows assessing the ability of certification candidates to
handle specific clinical situations. An optimal, albeit more
complex, approach is to perform ultrasound scans in both
healthy individuals and patients with a specific condition,
for the resident or student to demonstrate to the mentor
and accurately describe a standard protocol. Residents and
students prefer using a simulator because preparing for and
performing the practical test on a simulator is psychologically
more comfortable than in clinical settings. Using a simulator
does not require much time, patient participation, or clinical
equipment; it can be used independently at any time, and
students are not stressed.

Conversely, teachers believe that preparing for practical
tests is primarily about memorizing certain actions. During
testing, experts mainly assess the execution and sequence
of certain actions rather than their quality and results. The
checklist and remote monitoring system do not allow for
a detailed assessment of the accuracy of images obtained
by certification candidates and the assignment of additional
tasks in the case of doubt. Work with various body types
could not be assessed; standardized normal anatomical
images in the absence of respiratory movements are
assessed, and multiple-view scanning is not performed.
The emphasis is more on the existing testing methods and
principles rather than the operating principles and capabilities
of virtual simulators.
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AHHOTALIUA

060cHoBaHMe. MMnnaHTauus CoBPEMEHHbIX MHTPAOKYNSAPHBIX JIMH3 N03BOASET 0hTanbMonoram 3sQQeKTUBHO peLlaTh 3aaaqm
XMPYPrUYECKOi peabunuraumm NauMeHTOB C KaTapakToid. CTeneHb ynydlleHus 3puTenbHbIX GYHKUMIA MauueHTa Hanmpamylo
CBAiI3aHa C TOYHOCTbHO MpesonepaLroHHOr0 pacyéTa ONTUYECKON CUIbl MHTPAOKYAAPHBIX IMH3. [Ina pacuéTta 3Toro nokasa-
Tens ucnonb3ayiotcs Takue dopmynel, Kak SRK I, SRK/T, Hoffer-Q, Holladay II, Haigis, Barrett. Bce onu xopolo paboTatot
LNS «CPeJHero naumeHTa», 0jHaKO He SBNAKTCA B JOCTAaTOYHOW CTeNneHU afieKBaTHbIMM Ha rpaHMLaX A1ana3oHoB BXOLHbIX
nepeMeHHBIX.

Lienb — u3yyeHne BO3MOXHOCTM UCMONb30BaHUSA MaTEMaTUYECKUX MOJENeN, MoslyyYeHHbIX B pe3yfbTate rnybokoro obyye-
HWA UCKYCCTBEHHbBIX HEMPOHHBIX CETEN, [JIA reHepanu3aumum SaHHBIX U NPOrHO3MPOBAHWSA ONMTUYECKOW CUSIbI COBPEMEHHBIX
MHTPAOKYNSAPHBIX JIMH3.

Matepuansl u MeTogbl. 0byyeHe Mogenen, OCHOBaHHBIX HA MCKYCCTBEHHBIX HEMPOHHBIX CETSX, MPOBOAMIOCh HA MacLuTab-
HbIX BblOOpKax, B TOM YMC/e Ha 00e3MYeHHBIX AaHHbIX MALMEHTOB 0(TanbMONIOrMYecKol KIMHUKKW. [laHHble, NpefocTaB-
NenHble B 2021 rogy BpadoM-odtanbmonorom K.K. Coipbix, oTpaxaroT pesynbTaTbl Kak NpeonepaunoHHbIX, Tak U nocie-
OMepaLMoHHbIX HabnogeHn 3a naumeHTamu. McxogHbin daiin, “cnonb3oBaHHbIA ANA NOCTPOEHUS MOAENM, OCHOBAHHOM
Ha MCKYCCTBEHHO HEMPOHHOM CeTu, BKoYan 455 3anuceii (26 cTonbuoB BXxoAHbIX GAKTOPOB U OAUH CTONbEL, BbIXOAHOMO
(aKTopa) npu pacuéTe MHTPAOKYNAPHbIX K3 (aTNp). Ons ynobHoro nocTpoeHus Moaenei UCNonb30Baau NporpaMMy-cuMy-
NATOP, paHee paspaboTaHHylo aBToOpaMy.

PesynbTathl. [lonyyeHHble Mofienu, B OTAMYME OT TPAAMLMOHHO MCNoNb3yeMblx GopMys, B ropa3ao bonbluen cTeneHu oT-
PAXKAIOT PErMOHaNbHYI0 CneLmMduKy nauneHToB. OHK TakKe NO3BONAKT NepeobyyaTb U ONTUMU3MUPOBATL CTPYKTYpY MoLenu
Ha OCHOBE BHOBb MOCTYMALLMX LaHHBIX, YTO NO3BOMSET YUUTHIBATh HECTALMOHAPHOCTL 06beKTa. OTNNUUTENBHON 0CODEHHO-
CTbH0 TaKWUX MOJENEN, 0CHOBAHHBIX Ha MCKYCCTBEHHbIX HEMPOHHBIX CETSAX, N0 CPABHEHMIO C U3BECTHBIMU (HOpPMYNaMu, LUMPOKO
UCMO/b3YEMBIMU B XUPYPrUYECKOM JIeYEHUN KaTapaKTbl, SBMIAETCA BO3MOXHOCTb YYETa 3HAUMTENBHOMO YMCNa perucTpupye-
MbIX BXOAHBIX BEJMYMH. 3TO NO3BOMIIO CHU3UTb CPEAHION OTHOCUTENBHYIO MOMPELLHOCTb PacYETOB ONTUYECKON CUITbI MHTPa-
oKynspHbIX K3 ¢ 10-12% po 3,5%.

3aksitoueHme. [laHHoe UcCie0BaHUe NOKA3bIBAET MPUHLMMNUANBHYI0 BO3MOXHOCTb FeHEpPanM3aLmMv 3HaUUTENBHOTO KoNnye-
CTBA 3MMUPUYECKUX JaHHBIX MO PACYETY ONTUYECKOW CUNbI UHTPAOKYNSPHBIX IMH3 C MCMONb30BaHWeM rNyboKoro obyyeHus
MOZENEN UCKYCCTBEHHBIX HEMPOHHBIX CETEN , KOTOPbIE UMEKIT 3HAUUTESIbHO BoJIbLLIEE KONMYECTBO BXOLHBIX MEPEMEHHBIX, YEM
NPy UCNONb30BaHUW TPAAULMOHHBIX GOpPMYN U MeTof0B. [lofyyeHHbIe pe3ynbTaThl NO3BOAKT NOCTPOUTL UHTENEKTYaNbHYIO
3KCMEPTHYH CUCTEMY C AMHAMUYECKUM MOCTYMIEHNEM HOBbIX AaHHBIX M M03TanHbIM nepeobyyeHneM mMomene.

KnioueBble cnoBa: MCKYCCTBEHHbIVI WHTENNEKT, MeAULUMHCKWUE [laHHbIE; Bbl60pKa; MallKnHHOEe oﬁyqume; MHTPAOKYNApHbIe
JINH3bI.
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lens power: Diagnostic data generalization
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ABSTRACT

BACKGROUND: The implantation of recent intraocular lens (I0Ls) allows ophthalmologists to effectively solve the surgical
rehabilitation problems of patients with cataracts. The degree of improvement in the patient’s visual function is directly
dependent on the accuracy of the preoperative calculation of the optical IOL power. The most famous formulas used to calculate
this indicator include SRK II, SRK/T, Hoffer-Q, Holladay II, Haigis, and Barrett. All these work well for an “average patient”;
however, they are not adequate at the boundaries of input variable ranges.

AIM: To examine the possibility of using mathematical models obtained by deep learning of artificial neural network (ANN)
models to generalize data and predict the optical power of modern IOLs.

MATERIALS AND METHODS: ANN models were trained on large-scale samples, including depersonalized data for patients in
the ophthalmology clinic. Data provided in 2021 by ophthalmologist K.K. Syrykh reflect the results of both preoperative and
postoperative observations of patients. The source file used to build the ANN model included 455 records (26 columns of input
factors and one column for the output factor) for calculating IOL (diopters). To conveniently build ANN models, a simulator
program previously developed by the authors was used.

RESULTS: The resulting models, in contrast to the traditionally used formulas, reflect the regional specificity of patients to
a much greater extent. They also make it possible to retrain and optimize the structure based on newly received data, which
allows us to consider the nonstationarity of objects. A distinctive feature of such ANN models in comparison with the well-
known formulas SRK II, SRK/T, Hoffer-Q, Holladay Il, Haigis, and Barrett, which are widely used in surgical cataract treatment,
is their ability to consider a significant number of recorded input quantities, which reduces the mean relative error in calculating
the optical 0L power from 10%—-12% to 3.5%.

CONCLUSION: This study reveals the fundamental possibility of generalizing a significant amount of empirical data on
calculating the optical I0L power using training ANN models that have a significantly larger number of input variables than
those obtained using traditional formulas and methods. The results obtained allow the construction of an intelligent expert
system with a continuous flow of new data from a source and a step-by-step retraining of ANN models.

Keywords: artificial intelligence; medical data; dataset; machine learning; intraocular lenses.
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BACKGROUND

Implantation of recent intraocular lenses (IOLs) allows
ophthalmologists to effectively solve the surgical rehabilitation
problems of patients with cataracts. However, the degree
of improvement in the patient’s visual function is directly
dependent on the accuracy of the preoperative calculation
of the optical IOL power. For this reason, in ophthalmology,
different formulas are designed to calculate this indicator.
The most famous formulas include SRK II, SRK/T, Hoffer-Q,
Holladay Il, Haigis, and Barrett [1-7]. All these work well
for an “average patient”; however, they are not adequate
at the boundaries of input variable ranges. They have other
drawbacks such as the following: first, they do not consider
the nonstationarity of objects and setup when new empirical
data are entered, such as in localization; second, the amount
of input factors being considered is clearly insufficient. These
circumstances result in many local corrections to the above
formulas and their constant adaptation [2, 8].

The outstanding Russian ophthalmologist S.N. Fedorov
(1967) is the world's leader in “designing” formulas for
calculating the optical I0OL power [1, 2]. The most commonly
used formulas for calculating the optical 0L power in
ophthalmic practice include SRK/T, SRK Il, Hoffer-Q, Holladay
I, Haigis, and Barrett [3—7]. Several formulas for calculating
the optical IOL power appeared in the late 1970s and early
1980s, and they were either theoretical or regressive.
Surgeons used to prefer regression formulas, and one of the
most successful formulas was the SRK formula developed by
J.A. Sanders, D.R. Retzlaff, and M.C. Kraff [3-5].

Currently, there is an unprecedented development of
artificial intelligence systems based on artificial neural
networks (ANNs), which, with deep learning using large
volumes of empirical data, make it possible to build
adequate models in nearly any subject area, including
biology and medicine [9-12]. Over the past decades, modern
ophthalmology centers have created patient data storage
that includes tens and hundreds of thousands of digitized
indicator records.

In this situation, the construction of an intelligent expert
system has clearly become a radical method for solving the
problem of preoperative I0L calculation, the core of which
would be a mathematical model built using ANN models.
Compared with known formulas, such models could be
trained based on stored data, which would consider a
significantly larger number of relevant input factors and the
region-specific nature of patients. A step-by-step retraining
of ANN models on newly received data from the storage,
and, if necessary, the modification of its structure would
ensure its adaptability and solve the problem of considering
the nonstationarity of the objects and localization of the
model.

The first stage in constructing such an intelligent expert
system is to solve the fundamental problem of generalizability
of empirical data on a large number of patients using ANN
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models, identify significant observed input factors, and
compare the adequacy of such models with known formulas
[1-71.

AIMS

Thus, this study aimed to study the possibility of
generalizing a significant amount of empirical data on I0L
calculation obtained in one of the ophthalmological centers
in Russia as a result of treating patients using a unified ANN
model subjected to deep learning, identify the most significant
observed input factors that greatly affect the preoperative I0L
calculation error, and compare calculation errors made by
ANN models and known formulas.

Background error calculation for optical IOL power

Previously, we have compared errors in the use of some
formulas based on a significant amount of empirical data
provided in an impersonalized form by the Tambov branch
of the IRTC “Eye Microsurgery” named after Academician
S.N. Fedorov [13]. Initial data were obtained at the end of
2014. The initial number of records was 28,940. Each record
contained the following parameters: anonymous patient
number, date of surgery, brand and optical power of the
implanted 0L, age, eye length, required optical I0L power
to correct refractive error and astigmatism (sphere and
cylinder), and additional information related to the position
of the IOL in the eye. The number of processed records
was 11,701, and 17,239 records were not processed for the
following reasons: the lens parameters were unknown or
data in the fields were incorrect.

The Haigis, Holladay, SRK II, and SRK/T formulas were
analyzed as being the closest to empirical data. The values of
the mean relative errors in the I0L calculation are presented
in Table 1. Fig. 1 shows the correlation dependence of the
required and calculated optical IOL power according to these
formulas. For the mean optical IOL power, all formulas give
results close to the required ones; however, at extreme
values, a significant scatter was observed with respect to
the required values.

As shown in Fig. 1a, 1b, and 1d, a significant divergence
is present in the slope angle of the dependence relative to
the diagonal corresponding to the exact calculations. All the
investigated formulas use three parameters as input values:

Table 1. Comparison of the IOL power calculation errors using
different formulas

Mean relative error of the I0L
Formula .
calculation,%
Haigis 15.6
Holladay 13.4
SRK I 1.7
SRK/T 12.5
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Fig. 1. Correlation dependence of the required optical IOL power along the horizontal axis and the calculated optical IOL power along the
vertical axis according to the formulas: a) Haigis, b) Holladay, ¢) SRK II, and d) SRK/T for 11,701 patients. The correlation coefficients are

shown in the graphs.

eye length in mm (L), arithmetic mean of the meridians in
mm (K), and anterior chamber depth as a lens parameter.
This circumstance inevitably suggests the presence of other
factors (possibly unobserved), and their effects on the optical
IOL power led to the listed features of the calculation.

In the same study [13], we presented an optimized
regression formula obtained by minimizing the mean
square error for 11,701 patients using nonlinear programing
methods. We managed to reduce the mean relative error
to 10.6% by introducing a fourth variable. This means that
additional input variables and ideally all relevant information
about the patient should be considered. In this case, the ideal
tool for predicting the optical IOL power is the use of ANN-
based models.

A previous study by [14] is most related to our work.
The study aimed to describe the use of machine learning in

D0l https://doiorg/1017816/DD623995

predicting the occurrence of postoperative refraction after
cataract surgery and compare the accuracy of the model with
formulas for calculating the optical I0L power. The training
sample included data from 3331 eyes of 2010 patients. The
model coefficients were optimized using data training. The
occurrence of postoperative refraction was then predicted
using conventional formulas: SRK/T, Haigis, Holladay 1,
Hoffer-Q, and Barrett Universal Il (BU-II). The absolute errors
of some machine-learning methods were lower than those of
the formulas. However, no statistically significant difference
was found.

The results obtained in [14] appear to be quite expected
because the authors did not use additional input parameters.
The point is that machine learning and the least squares
method, which are usually used for parametric identification
of formulas, lead to comparable results. In the present study,
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we analyze the possibilities of using ANN models to predict
the optical I0L power using a much larger number of input
quantities.

The work on 0L calculations is sustained because of
the need to reduce the IOL calculation error, emergence of
data on new factors that were not considered in previous
calculations (previously, only four input factors were
considered compared with the current 26 input factors),
desire to create an adaptive model for IOL calculation, which
could consider possible nonstationarity of the incoming
data, and the drive to create an expert system with dynamic
knowledge acquisition and its step-by-step training based
on ANN models.

MATERIALS AND METHODS

In 2021, ophthalmologist K.K. Syrykh provided initial data.
They concern depersonalized results of both preoperative and
postoperative observations of the patients. The original data
file adopted for the construction of the ANN model included
455 entries: 26 columns of input factors (x,—x,,) and one
column for the output factor—IOL calculation (diopters), Y.
The input variables were as follows: x;, sex; x,, visual acuity
without correction before surgery; x,, spherical component
of refraction according to visometry data before surgery; x,,
cylindrical component of refraction according to visometry
data before surgery; xs;, axis of the cylinder according
to visometry data before surgery; x,, visual acuity with
correction before surgery; x,, axis of the strong meridian
of the cornea before surgery; x,, refraction of the strong
meridian of the cornea before surgery; x,, axis of the weak
meridian of the cornea before surgery; x;,, refraction of the
weak meridian of the cornea before surgery; x,,, spherical
component of the refraction according to refractometry data
before surgery; x,,, cylindrical component of the refraction
according to refractometry data before surgery; x;,, axis
of the cylinder according to refractometry data before
surgery; x,,, length of an eye (optical biometrics, mm); x;s,
visual acuity without correction after surgery; x,, spherical
component of the refraction according to visometry data
after surgery; x,;, cylindrical component of the refraction
according to visometry data after surgery; x,,, axis of the
cylinder according to visometry data after surgery; x,,, visual
acuity with correction after surgery; x,,, axis of the strong
meridian of the cornea after surgery; x,,, refraction of the
strong meridian of the cornea after surgery; x,,, axis of the
weak meridian of the cornea after surgery; x,,, refraction of
the weak meridian of the cornea after surgery; x,,, spherical
component of the refraction according to refractometry data
after surgery; X,s, cylindrical component of the refraction
according to refractometry data after surgery; and x,, axis
of the cylinder according to refractometry data after surgery.

For the convenient construction of ANN models, a
simulator program previously developed by the authors was
used [15].
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RESULTS

One of the most complicated points in the development of
ANN models is to propose a hypothesis about the structure
(architecture) of the network.

The application of the theorems of A.N. Kolmogorov [16,
17] can often lead to an ANN model with a redundant structure.
Generally, such a model suits well when representing the
output variable at the nodal points; however, it has a weak
predictive power.

In [18], we proposed a constructive algorithm that allows
us to increase the number of neurons in the hidden layer
and the number of hidden layers until certain conditions
are reached. In this case, linear, quadratic, cubic, and other
transfer functions of neurons are used rather than the
commonly used sigmoidal transfer functions. Our approach
is based on the expansion of the function of several variables
in the Taylor series (1)-(2). Therefore, when expanding a
function of many variables in a Taylor series, we must first
introduce a differential operator:

k

Tk — i(x(m) . x(()m))

m=I

ak

- (1
ax/((m)

The expansion of the function f(x, x, ..., x™)
in the Taylor series takes the following form:

f(x('), x(Z)’ . x(")):

= Fl?, %7, ..., 2+

k @) (2) (n)
+Z”:1T(x N S )+ )
¢ k!

ONE) (n)
+R,(x7, x s s X))

This makes it possible to obtain neural networks with
a relatively simple architecture and good approximating
(generalizing) and predictive abilities.

The ANN model, built in accordance with formulas (1) and
(2), has a layer of input neurons, a functional hidden layer
corresponding to several members of the Taylor series, a
summing hidden layer, and an output layer. The functional
hidden layer contains neurons with transfer functions
corresponding to the terms of the Taylor series: linear (first
order), quadratic (second order), and cubic (third order). The
summing hidden layer contains one linear neuron, and its
main function is to calculate the sum of several terms of a
series and add a constant value to them. This architecture
made it possible to achieve an acceptable accuracy of the
ANN model.
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The sum of the squared deviations of the model and
empirical values was used as the loss function.

When training models based on empirical data, the
following optimization methods were chosen: stochastic
gradient method, simple gradient method, and gradient-free
Gauss—Seidel and Monte Carlo coordinate descent methods,
which were used interactively.

The starting point for training the ANN model based on
the 10L data was a network consisting of 26 input neurons,
one linear neuron in the hidden layer, and one output neuron.
Such a construction corresponded to the free and first terms
in formulas (1) and (2). Considering the recommendations of
previous studies [8—11], the learning process of the model
was carried out on 70% of the entire sample, whereas the
predictive ability of the ANN model was assessed using the
remaining 30% of the sample. Data for training and checking
the adequacy of the model were selected from the general
table at random using a uniform distribution of random
variables.

The results of the training of this simple model are shown
in Fig. 2. The true optical power of a given type of I0L to
obtain emmetropia in each case was determined as the sum
of the optical power of the implanted I0L and the resulting
refractive error. The refractive error was calculated by
retrospective analysis during the period from 1 to 6 months
after surgery.

In terms of the mean relative error, they are comparable
with classical formulas; however, in contrast, a linear function
of 26 variables is used to predict the optical IOL power.
Moreover, the pair correlation coefficient of the calculated

Y oar dptr
35

30

25

20

Ylab' dptr

Fig. 2. Correlation of the calculated (Y,,,,) and empirical data (Y,,,)
for the first-order ANN model. The pair correlation coefficient is
0.84, and the mean relative error is 11.9%.
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and empirical data was 0.71, and the mean relative error
was 11.9%.

The coefficients of synaptic connections for the channels
of the linear model represent the sensitivity of the channels,
and their values can be used to assess their degree of
influence on the output variable. The numerical experiments
showed that at least 12-15 input factors (available to
the ophthalmologist) significantly affect the preoperative
calculation of the optical I0L power. Consequently, our
assumptions regarding the need to consider a larger number
of input quantities to reduce the calculation error were fully
confirmed. Significant errors in classical formulas [3-7] can
be associated with the presence of a substantial number of
input factors that are unobserved in these formulas.

Among the significant factors, the values of some factors
(X;4 X1, X3, and x,,) become known only after surgery.
However, these factors correlate well with similar factors,
and their values can be obtained before surgery and are
therefore well predictable.

Following our algorithm [18], we modified the structure
of the ANN model so that along with the linear neuron in
the hidden layer, a quadratic neuron was also present. The
training of such an ANN model using similar numerical
methods of nonlinear programing made it possible to reduce
the mean relative error to 5%; thus, previous results were
immediately improved by a factor of two. In addition, the
pair correlation coefficient increased to 0.97, and the mean
relative error was 4.8% (Fig. 3).

Following this logic, we also built a third-order ANN
model containing neurons with linear, quadratic, and cubic

Yo dptr
35

0 5 10 15 2 5 0 3%
Ytab' dptr
Fig. 3. Correlation of the calculated (Y,,,,) and empirical data (V)

for the second-order ANN model. The pair correlation coefficient is
0.99, and the mean relative error is 4.8%.
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Fig. 4. Correlation of the calculated (Y,,,) and empirical data (Y,,,)
for the third-order ANN model. The pair correlation coefficient is
0.99, and the mean relative error is 3.5%.

transfer functions in the hidden layer. Training the ANN model
by similar numerical methods of nonlinear programing made
it possible to reduce the mean relative error up to 3.5%, with
a pair correlation coefficient of 0.98 (Fig. 4).

The number of degrees of freedom of this ANN model
equal to the number of synaptic connections 26 x 3 + 3 = 81
is significantly less than the number of entries in the training
set. This circumstance confirms the good generalizability of
empirical data on the calculation of the optical I0L power
using the third-order ANN model.

Table 2 shows a comparison of various methods for
calculating the optical I0L power. Therefore, when using ANN
models and a significantly larger number of input variables,
the mean relative error of calculations could be reduced
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by more than two times compared with using traditional
methods.

DISCUSSION

The next stage of research should be the collection of a
significantly larger amount of data about patients because
deep machine-learning methods require significant training
samples. Then, the models should be validated on test
samples [8-11]. If the system also contains hyperparameters,
i.e., the parameters that must be set “from above” and the
successful setting of which significantly affects the solution
of the problem, then there must also be a third, additional
test data sample. The availability of such data will make
it possible to build an intelligent expert system for the
preoperative calculation of I0Ls, some of which are presented
in our paper [19].

CONCLUSION

This study has the following findings: (1) The
fundamental possibility of generalizing a significant amount
of empirical data on calculating the optical IOL power using
training ANN models that have a significantly larger number
of input variables than when using traditional formulas and
methods. The identification of the most significant observed
factors that have a significant effect on the target indicator
and their inclusion in the ANN model allows the reduction
of the calculation error by more than two times. (2) The
ability of ANN-based models to generalize data opens up
the possibility of creating an intelligent expert system with
a dynamic flow of new data and step-by-step deep machine
learning of the intelligent core. The main feature of such a
system, in comparison with the use of traditional calculation
formulas, should be its adaptability, which allows solving
the problems of the nonstationarity of an object and
localization because of the presence of feedback in it. 3)
Currently, the developed ANN model is used in conjunction

Table 2. Comparison of the mean relative calculation errors of the optical I0L power and correlation coefficients of the calculated and

empirical data for different methods

Formula and ANN model

Mean relative error, %

Correlation coefficient of the calculated
and empirical data

Haigis formula

Holladay formula

SRK Il formula

SRK/T formula

Linear ANN model

Nonlinear second-order ANN model

Nonlinear third-order ANN model

15,6 0,85
13,4 0,86
11,7 0,86
12,5 0,86
11,9 0,84
4,8 0,98
39 0,99

Note: ANN — artificial neural network

D0l https://doiorg/1017816/DD623995
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with other calculation tools to preoperatively determine
the optical I0L power in the mode of an ophthalmologist
assistant.
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TexHO/IOrMM MALUMHHOIO 06y4eHUA U UCKYCCTBEHHOM
HeMpPOHHOM ceTU B KNaccupuKauum
NOCTKepaToTOMUYECKOU AedopMaLMK poroBuLibl
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AHHOTALIUA

06ocHoBaHMe. TLiaTeNbHBIA aHaIM3 KaK ONTUYECKMX, TaK M aHaTOMUYECKUX CBOWCTB POrOBULbI Y MALMEHTOB Moc/e nepe-
HeCEHHOW nepefiHeN paauanbHoi KepatoToMun npuobpeTtaeT ocoboe 3HaueHKe B BbIGOpe OMTUYECKOW CUITbl UHTPAOKYISPHOM
JIMH3bI NPU XMPYPrUYECKOM JIEYEHUM KaTapaKTbl U ApYrux BULAX OMTUYECKOM KOppeKLuW. BapnabenbHocTb KIMHUYECKOI Kap-
TUHbI NOCTKEPATOTOMMYECKOMN fedopMaLmm onpefenseT HeobxoaMMocTb pa3paboTky eé KnaccUdUKaLmmM 1 SBNSIETCSA BaXKHOM
3ajiayei coBpeMeHHOI ohTanbMoorum.

Llenb — pa3paboTaTb aBTOMaTU3MUPOBaHHYH CUCTEMY KilacCUUKALMM NOCTKEPaTOTOMUYECKOW AedopMaLmM poroBuLibl C UC-
Mo/ib30BaHNEM MaLLMHHOTO 06Y4eHUs U UCKYCCTBEHHOM HEPOHHOM CETU Ha OCHOBE aHanM3a YUCNIEHHBbIX 3HaYeHWii Tonorpa-
(UYECKUX KapT poroBuLbl.

Marepuansl u MeToabl. B KauecTBe MaTepnana Ucnosb3oBanMch 00e3NMYeHHbIe Pe3yNbTaThl aHaIN3a MeULMHCKON JOKY-
MeHTauum 250 nauueHToB B Bo3pacTe OT 46 [0 76 net (cpenHuii BospacT — 59,63+5,95 ropaa). MpoeenéH aHanus 500 Kapt
penbed-Tonorpadun nepefHeit 1 3afHei NOBEPXHOCTEN POrOBULLI M 3 3Tana MaLUMHHOTO 0byyeHMs KnaccuduKaumum nocr-
KepaToToMWYecKoin AedopMaLmu.

Pe3synbTartsl. | 3Tan — aHanu3 penbed-Tonorpadmmn nepeaHen u 3agHel NOBEPXHOCTEN POrOBMLbI — MO3BOAMA 3aUKCUpPO-
BaTb YMC/IEHHbIE 3HAYEHWUSA 3/1EBALMM NepefiHel 1 3afHel NOBEPXHOCTM POroBULbI B TPEX KOMbLEBUAHBIX 30Hax. Ha Il atane
B X0A4e rnyboKoro MalumHHoro obydyeHus bbina BblbpaHa M co3faHa HEMpOCeTb MPAMOr0 PacrpocTpaHeHUs. YCTaHOBNEHbI
8 BcnoMorartenbHbIX MapaMeTpoB, ONMCLIBAOLWMX GOpMy nepefHen M 3agHen nosepxHocTei porosuupl. |l 3Tan conpoBo-
XAancs noayy4eHWeM anropuTtMOoB KnaccuuKaLmm NoCTKepaToTOMUYECKON AedopMaLMM poroBuLbl B 3aBUCUMOCTM OT COOT-
HOLLIEHMS TeCTOBOM W 0ByyatoLLeii BbIGOPOK, KoTopoe BapbupoBaso oT 75 fo 91%.

3akuioyeHme. PaspaboTaHa UCKYCCTBEHHAs HeMpOHHas CeTb, YCMELLHO peLualollas 3aAady KiaccuduKaLmm TMNoB nocTkepa-
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Machine-learning and artificial neural network
technologies in the classification of postkeratotomic
corneal deformity
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ABSTRACT

BACKGROUND: A thorough analysis of both optical and anatomical properties of the cornea in patients after anterior radial
keratotomy is important in choosing the optical power of an intraocular lens in the surgical treatment of cataracts and other
types of optical correction. Improving the classification of postkeratotomic corneal deformity is crucial in modern ophthalmology
due to its diverse clinical presentation.

AIM: To develop an automated classification system for postkeratotomic corneal deformity using machine learning and artificial
neural networks based on the analysis of topographic maps of the cornea.

MATERIALS AND METHODS: Depersonalized data from medical records of 250 patients aged 46—76 (mean, 59.63+5.95) years
were analyzed. Moreover, 500 topographic maps of the anterior and posterior surfaces of the cornea were analyzed, and three
stages of machine learning for postkeratotomic corneal deformity classification were performed.

RESULTS: Stage |, which involved topography analysis of the anterior and posterior surfaces of the cornea, allowed for the
measurement of anterior and posterior corneal elevation in three ring-shaped zones. At stage Il, a direct distribution neural
network was selected and created during deep machine learning. Eight auxiliary parameters describing the shape of the
anterior and posterior surfaces of the cornea were established. In Stage Ill, classification algorithms for postkeratotomic
corneal deformity were developed based on the test-to-training sample ratio, which ranged from 75% to 91%.

CONCLUSION: The proposed artificial neural network classifies postkeratotomic corneal deformity types with an accuracy
of 91%. The potential for further improving the training quality of this artificial neural network has been established. Neural
network algorithms can become a useful tool for the automatic classification of postkeratotomic corneal deformity in patients
after radial keratotomy.

Keywords: anterior radial keratotomy; artificial intelligence; machine learning; corneal topography.
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BACKGROUND

More extensive ophthalmological examinations in the
diagnosis of eye diseases have significantly increased the
healthcare burden, particularly on ophthalmology clinics.
Meanwhile, technologies such as deep machine learning and
artificial neural networks (ANNs) allow automation of the
analysis of the results, increasing the accuracy and speed of
abnormality detection, and automating decision-making in
clinical practice. In the diagnosis of eye diseases, machine-
learning models are most commonly used when assessing
fundus images, lens opacities, optic nerve changes in
glaucoma, and tonometry data. In addition, machine learning
and artificial intelligence are widely used for detecting
corneal changes. Studies of corneal disorders have focused
on the diagnosis of keratoconus [1-6]. Convolutional neural
networks are particularly efficient at pattern recognition and
image classification, making these algorithms a smart choice
for the automated analysis of color-coded Scheimpflug
camera images [7]. V.A. Dos Santos et al. developed and
trained the CorneaNet neural network (Austria) for segmenting
corneal optical coherence tomography (OCT) images [8].
In Taiwan, B.l. Kuo et al. retrospectively evaluated corneal
topography results to develop a deep machine-learning
algorithm for detecting keratoconus [9]. S. Shi et al. revealed
excellent results in the differential diagnosis of subclinical
keratoconus and healthy corneas using machine learning in
combination with Scheimpflug camera images and ultrahigh
resolution OCT [10]. Several recent studies have shown the
effectiveness of methods involving convolutional neural
networks in the automated detection of Fuchs’ dystrophy
as part of an algorithm for classifying corneal endothelium
images [11].

Moreover, the number of patients with age-related
cataracts and myopia, for which radial keratotomy (RK) was
previously performed, is steadily increasing. RK was the
first mass-scale refractive surgery, addressing a significant
problem at the time: correcting myopia in many patients
worldwide. The refractive effect of RK is based on a change
in the power of the cornea resulting from a change in the
configuration of its central region, which is caused by a local
weakening of the hiomechanical properties of the cornea
at the radial incision site under intraocular pressure. In
RK development, it was assumed to result in the uniform
flattening of both corneal surfaces, maintaining the ratio of
the curvature radii of their circumferences. However, the
corneal deformity is influenced by the initial parameters of
the eye (biomechanical properties of the cornea, myopia
grade, and intraocular pressure), surgical factors (number,
depth, and length of incisions, and quality of the surgery),
individual characteristics of regenerative processes and
scarring, patient’s age at surgery, patient’s lifestyle, aging
processes, etc. These factors explain why the cornea may
demonstrate significant deformational changes in the long-
term period after RK, which is of particular importance when
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planning for cataract surgery with intraocular lens (IOL)
implantation.

In patients with a previously surgically modified cornea,
errors in the analysis of the preoperative optical properties
of the cornea may have serious consequences such as
refractive errors and poor vision quality after cataract surgery.
Therefore, a thorough analysis of the corneal elevation
pattern after RK, development of criteria for classifying
post-keratotomy corneal deformities (PKCDs), and creation
of an automated system for their classification may become
the basis for a personalized approach to cataract surgery
and increased accuracy of calculating the I0L power in this
patient population.

AIM

To develop an automated system for PKCD classification
using machine learning and ANNs based on the analysis of
numerical values in corneal topography maps.

MATERIALS AND METHODS

Anonymized medical record data of 250 patients aged
46—76 years (mean age, 59.63 + 5.95 years) who presented
to the Irkutsk branch of the S.N. Fyodorov Eye Microsurgery
Complex of the Ministry of Health of the Russian Federation
between 2020 and 2023 were analyzed. In addition to
the standard ophthalmological examination, all patients
underwent corneal elevation mapping using Pentacam®
HR (Oculus, Germany). In total, 38 parameters of the
elevation of the anterior and posterior corneal surfaces and
12 parameters related to the corneal thickness, refractive
power, astigmatism, and asphericity values were recorded
as characteristics of the optical properties of the cornea. The
study was performed in three stages.

Stage I: Analysis of the elevation display maps
of the anterior and posterior corneal surfaces

The dataset included 19 numerical values of elevation
of both the anterior and posterior corneal surfaces from
500 elevation display maps (Pentacam® 4 Maps Refractive
display). The elevation data were recorded in three ring-
shaped zones: in the center, at 4 points in the paracentral
zone, and at 14 points in the 6-mm peripheral zone. The
study was conducted starting from the 90° point and then
moving clockwise. A schematic arrangement of topographic
points on the corneal elevation map is presented in Fig. 1.

Stage Il: Deep-learning architecture and
visualization

A personal computer with Windows 10 Operating System,
AMD Ryzen™ 7 2700E CPU, and 16 GB RAM was used in the
training and testing of the developed architecture. The GPU
was not used for model training; all necessary calculations
were performed with the CPU. For programming, Python 3.10
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Fig. 2. Dataset processing scheme.

with the Anaconda distribution was used, particularly the
tf.keras 2.12.0 library. The Keras APl specification was
implemented within the TensorFlow framework version 2.0.
The key parameter in the dataset was type, which describes
the elevation of the anterior and posterior corneal surfaces.
The PKCD type was determined based on the elevation display
map. Depending on the elevation pattern of the anterior and
posterior corneal surfaces, six PKCD types were identified
(Table 1) [14].

At this stage, the dataset was optimized, that is, the nature
of all parameters was investigated using correlation and
regression analyses, and based on the results, uninformative
features were excluded (Fig. 2). The type parameter was
used solely to test the training of the neural network and
was not used as an input parameter.

Stage lll: Creation of an ANN

An ANN consists of the input, hidden, and output layers,
which are sufficient for classifying an ANN. The number of
neurons in the input layer was M = 12 (parameters), and the
number of neurons in the output layer was 6 (classes). The
number of neurons in the hidden layer was calculated using
the following formula: M=% x N + K, where N is the number
of input neurons and K is the number of output neurons. The

DOl https://doi.org/10.17816/DD624022

or “Open ring”
Irregular cornea

objective of this stage was to create an ANN that would work
with an input table of features. Fig. 3 presents a schematic
of the ANN diagram.

RESULTS

During the neural network development, a simple console
interface was created by automatic testing of the training

Input data Hidden layer Cornea type
(12) (14) (6)

O< o
O o

O @—©

Fig. 3. Diagram of the final-iteration artificial neural network.
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Table 1. Classification of postkeratotomic corneal deformities by the elevation pattern of the anterior and posterior corneal surfaces

Deformity type Anterior corneal elevation pattern Posterior corneal elevation pattern
“Open ring” * “Open ring” *
1
2
“Closed ring” *
3
“Open ring" * *
4
Irregular Irregular
5
Irregular, with a significant shift of the posterior surface
by height (> 80 pm)
6

* <80 pm elevation

DOI: https://doi.org/10.17816/DD624022
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Fig. 4. Interface of the console application for working with the neural network (both the incorrect answer of the neural network and its

correction are marked red).

using a test sample (Fig. 4). This interface was used to
configure and select the optimal number of epochs. After
creating the necessary modules, the cumbersome interface
was replaced with a more minimalistic console output. This
procedure allows for speeding up the training, reducing
complexity, and improving model accuracy.

To more objectively evaluate the effectiveness of neural
network training, a model should be trained in batches, and
the average performance at each training cycle (i.e., each
epoch) was compared. Fig. 5 shows graphs plotted for the
average training performance of neural networks before and
after optimizing the dataset and excluding noninformative
parameters after correlation and regression analyses.
Training accelerated significantly after clearing the dataset
of homogeneous variables and analyzing the regression
estimates. Without the preparation stage, the same process
took much longer; however, even the final version of the
algorithm did not achieve high training accuracy and stability.

10 7/\/

Number of correct answers

0

IZl 25 50 75 100 125 150 175
Number of epochs

The resulting prototype neural networks did not always
determine the corneal deformity type, although they gradually
learned to more effectively perform the classification task
(Fig. 6).

Frequent errors in PCDR types 4 and 5 are evident (Fig. 6).
Because these types are the rarest in the dataset used, this
may be indicative of a class imbalance problem. Although the
difference between classes and errors in their identification
practically disappears by the 200th epoch, errors in identifying
types 4 and 5 often appear precisely during training because
each new ANN is trained from a random baseline state of
neurons. However, the general tendency for the majority of
errors being often distributed between types 4 and 5 remains
(Fig. 7).

On average, the final-iteration ANN showed 91% (11 out
of 12) correct answers by the 200th epoch. However,
the test sample was not quite large; as the test sample
increased, training performance declined. Types 4 and 5

12 L N —
o ~J

Number of correct answers
o

200 lz, 25 50 75 100 125 150 175 200
Number of epochs

Fig. 5. Training performance vs. number of epochs: a, before dataset optimization; b, after dataset optimization.
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Fig. 6. Gradual neural network training and further model test at reference points.

identification was affected by the limited available data.
Reducing the sample by two records from each class leads
to a 75% decrease in the mean integration rate by the 200th
epoch.

DISCUSSION

The study highlights the potential of using ANNs
for the diagnostic classification of surgically modified
(post-RK) corneal profiles. The data obtained after 200

epochs suggest satisfactory results in the range of
75%-91% for various ratios of test and training samples.
However, to reduce classification errors of PKCD types 4
and 5, a greater dataset is necessary. The classification
accuracy to some extent correlates with the accuracy of
calculations when constructing an ANN, as presented
earlier.

For instance, M.C. Arbelaez et al. (2012) examined
the effectiveness of support vector machines (SVM)
in classifying keratotopographic data in patients with

50

40 4

30 4

20 4

Number of errors in training by epoch 200

3

49

4

Corneal type

Fig. 7. Distribution of errors in PKCD type identification.

DOl https://doiorg/1017816/DD62402?2



https://doi.org/10.17816/DD624022

ORIGINAL STUDY ARTICLES

keratoconus. Their study demonstrated high sensitivity
and specificity rates of 92.0% and 97.7%, respectively.
Compared with analysis of the anterior surface alone,
the inclusion of corneal thickness and its anterior and
posterior surfaces would significantly improve the
detection of subclinical keratoconus [15]. In the study
by R. Hidalgo et al. (2016), multiparametric analysis of
keratotopographic map data using SVMs demonstrated
higher accuracy (i.e., greater area under the ROC curve)
than monoparametric analysis (0.922 vs. 0.809). The mean
sensitivity and specificity in the overall classification were
89.0% and 95.2%, respectively, and the area under the
ROC curve was 0.922 [16].

Our results show that with proper training setup,
input data preparation, a larger training sample, and
optimal architecture, very high and stable performance
in PKCD classification can be achieved. In addition,
class imbalance problems must be eliminated because
they may affect the quality of ANN training. Although
the cross-entropy loss function used significantly
minimizes this problem, PKCD types 4 and 5, as the least
represented ones, are affected the most and contain the
most errors.

The analysis of existing classes within a dataset with
independent clustering of entries looks promising because
it will eliminate the element of subjectivity in the primary
division.

In addition, this study presents the results of ANN
development based on an input table of features. However,
the data obtained may serve as a basis for the subsequent
development of an ANN that directly processes elevation
display maps of the cornea.
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CONCLUSION

Based on the analysis of numerical values of corneal
topographic maps, an ANN that successfully classifies PKCD
types with an accuracy of 91% was developed. The potential
for further improvement of the training quality of this ANN
has been established. Artificial intelligence algorithms may
become a helpful tool for the automatic classification of
patients with PKCD to ensure timely, high-quality diagnosis
and determine further patient management techniques.
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C UCNO0JIb30BaHMEM CUCTEM UCKYCCTBEHHOI0 MHTENJIeKTa

A1l Yynpos', W.M. Bonogypuna® 3, A.0. Nocuukmin', A.10. Yuranos?

! HawoHanbHbIi MeAULMHCKMA UCCEA0BaTENbCKUIA LIEHTP «MeXoTpac/ieBoit Hay4HO-TEXHUYECKUA KOMNTIEKC “MUKpoXMpyprva rnasa”
uMeHu aKapemmka C.H. ®egoposar, OpeHbypr, Poccus;
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AHHOTALIMA

06ocHoBaHMe. HecMoTps Ha To, 4TO B NpuKase MunucTepcTea 3apaBooxpaHenuns Poccuitckon ®eaepaunm «06 yTBepxaeHM
nopsiiKa OKa3aHWs MedMLMHCKOWA MOMOLLM B3POC/IOMY HacenieHuio npu 3aboneBaHusx rnasa, ero NpuAAaToyHOro anmnapara
1 opbUTBI» CKa3aHO NPO OCHALLEHWE MEeAMLIMHCKOrO KOHCYNbTaTUBHO-AUArHOCTUYECKOTO OTAENEHUS MOSUKIIMHUKYA ONTUYe-
CKWUM KOTepeHTHbIM ToMorpadoM, AMHaMMYecKoe HabmofeHue MaLMEHTOB C NaToNorMe CeTYaTKy NOCNe Havyana JieyeHus
OCYLLECTBJIAETCA YaLle BCEr0 B MEAULIMHCKOM 0(TaNbMONIOTMYECKOM LIEHTPE, YTO CHUXAET LOCTYMHOCTb JIeYeHWs A1A naLm-
€HTOB CO BrepBble BbISBEHHOM (NepBMYHOI) NaTosormen, TpebytoLen Kak MoxHo bonee paHHero Hadana nievexus. Umeto-
LLanCcsA TEXHONOTUA HYXAETCA B U3MEHEHUM W MHTEHCU(UKALMK, B TOM YKCNe — C NPUMEHEHNEM TEXHOMOMMIA UCKYCCTBEH-
HOr0 MHTENIEKTA.

Lleno — paspaboTka MeToaMYECKMX OCHOB OPraHM3aLMOHHON TEXHONIOMMW AUCMAHCEpHOro HabnloAeHns NauMeHToB ¢ na-
TONOrMelt 3aJiHero 0Tpe3Ka rnasa ¢ UCMosb30BaHWEM CUCTEM MOALEPIKKU NPUHATUA BpauebHbIX peLueHuii Ha 0CHOBE MUCKYC-
CTBEHHOI0 MHTEJINEKTA.

Matepuanbl u MeTogbl. OLEHKa CyLLeCTBYHOLLEH HOpMaTUBHOK 6a3bl NpoBeaeHa Ha ocHoBe aHanm3a KoHctutyummn Poccui-
ckoit Mepepaunm, heaepanbHbIX 3aKOHOB, NOL3aKOHHOM HOPMATUBHOM Ba3bl U cynebHoi npakTukW. Co3aaHne CTPYKTYpUpO-
BaHHOr0 MeAMLIMHCKOr0 AOKYMEHTa 0n1caHus CHUMKA OMTUYECKON KOrepeHTHOM ToMorpaduy nMpoBeAeHo C UCMONIb30BaHUEM
3KCMepTHOro MeTofa: aHKketupoBanus 100 Bpauei-odTanbMONIOroB, UMEKLWMX COOTBETCTBYIOLLMIA YPOBEHb 00pa30BaHus,
B TOM YuMC/e LONONHUTENBHOE NPOMECCUOHANBHOE, 3aHUMAIOLLMXCSA OKa3aHUEM MeLULMHCKUX YCIyr — Cheuuani3npoBaH-
HOM MeAMLIMHCKOM NOMOLLM NaLMeHTaM C NaToNorMen 3aiHero oTpesKa rnasa. CTpyKTypupoBaHHbIA MeAULIMHCKMIA [OKYMEHT
MOCAYXWUN 0CHOBOM A GOPMMPOBaHUS NPeAUKTOPOB UCKYCCTBEHHbIX HEMPOHHBIX ceTel. 0BydyeHMe HelipOHHbIX CeTeit npo-
n3BefeHo ¢ ucnonb3oBaHueM 60 000 MeAMLIMHCKUX M300paKeHUiA C NOMOLLbK0 MeTofa KiaccubuKaLmmn U cerMeHTaLmm B 3a-
BMCMMOCTM OT NPU3HaKa.

Pe3ynbTathl. JKcnepTHbIM METOAOM 0T06paHo 1 onucaHo 123 BuHapHBbIX MPU3HaKa, NO3BONSIOLLMX ONUCATb CTPYKTYPY MaKy-
nspHoi 06nacTu ceTyaTKU B HOPME W NpY NATONOMUK, U3 KOTOPbIX BbISIBNIEHO 26 MPU3HAKOB, KOTOPbIe MOrYT bbITb MHTEpMpE-
TUPOBaHbI B KA4ECTBE NPEAUKTOPOB YXYALIEHUS KIIMHUYECKOro Te4YeHUs 3aboneBaHus.

3akntouenune. PaspaboTaHHblin Knaccudmkatop no3sonun co3aathb U 06yuntb Ha ocHose 60 000 MeAMLMHCKMX M306paXeHuil
cUCTEMY NOALEPIKKM NMPUHSATUSA BPauebHbIX peLLeHni, KoTopas B KauecTse MHdopMaLMoHHOro cepsuca, 6e3 nocTaHoBKY Auna-
rHO3a, MOKET M03BOUTb U3MEHUTb OpraHU3aLMIo Npouecca AuHamMmuyeckoro Habmogenns. GopmMupoBaHue MapLUpyTU3aLmmn
NauMeHTOB — MepBUYHas ycnyra pa3paboTaHHON CUCTEMBI NOLAEPHKN NPUHATUA BpadebHbIX peLueHuid. Npu Hanuumu npu-
3HaKOB YXYALLEHWUS KIIMHUYECKON KapTUHbI NpeanoniaraeTcsl MapLIpyTM3aumMa B MeAULMHCKUIA 0(TanbMOOTMYECKUN LEHTP
ANS OLEHKN AMHAMUKK U OKa3aHUA CMeLMann3vupoBaHHOi, B TOM YMCNE BbICOKOTEXHOMOMMYHOM, MEAMLIMHCKON NOMOLLM.

KnioueBble cnoBa: cucteMa noAnepXKU NPUHATUA Bpa'496HbIX pELIJEHVIﬁ; MCKYCCTBEHHbIVI MHTEJIIeKT, ONTUYeCKas
KOrepeHTHasa TOMOFpad)VIFI; nartonoruna; Makyna.
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Organizing follow-up care for patients
with macular retinal pathologies using artificial
intelligence systems
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ABSTRACT

BACKGROUND: The Order of the Ministry of Health of Russia “On Approval of the Procedure for the Provision of Medical Care
to the Adult Population for Diseases of the Eye, Appendages, and Orbit” provides for equipping consultation and diagnostic
departments of outpatient clinics with optical coherence tomographs. However, case follow-up of patients with retinal
pathology is most commonly performed in ophthalmology centers, limiting treatment accessibility for patients with primary
(newly diagnosed) pathologies requiring immediate treatment initiation. The available approach requires modification and
intensification, including the use of artificial intelligence technologies.

AIM: To develop methodological foundations for organizing follow-up care for patients with posterior segment eye diseases
using an artificial intelligence-based clinical decision support system.

MATERIALS AND METHODS: The existing regulatory framework was analyzed based on the Constitution of the Russian
Federation, federal laws, by-law framework, and judicial practice. A structured medical document describing an optical
coherence tomography image was created using an expert method: a survey of 100 ophthalmologists with an appropriate
education level, including additional professional training, engaged specialized medical care for patients with posterior segment
eye diseases was performed.

RESULTS: Using an expert method, 123 binary features were selected to describe the structure of the macular area of the
retina under normal and pathological conditions, with 26 features identified as predictors of a worsening clinical course of the
disease.

CONCLUSION: The proposed classifier enabled the creation and training of a medical decision support system based on 60,000
medical images, which, as an information service, without making a diagnosis, can change the case follow-up process. Routing
of patients is a primary service of the proposed system. If the clinical picture shows signs of deterioration, a referral to an
ophthalmology center is considered to assess the course of the disease and provide specialized services, including high-tech
medical care.

Keywords: clinical decision support system; artificial intelligence; optical coherence tomography; pathology; macular.
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BACKGROUND

The National Artificial Intelligence Development Strategy
adopted in the Russian Federation determined the artificial
intelligence (Al) to be used in increasing the efficiency of
organizations.! This can be achieved by automating routine
(repetitive) production processes and operations.

In accordance with current guidelines, if risk factors for
disease progression are present in patients with diabetes
mellitus-induced retinal pathology and age-related macular
degeneration, regular follow-ups by an ophthalmologist
are recommended to monitor changes and start adequate
treatment if necessary [1, 2]. Retinal examination using
a computer analyzer, i.e., structural optical coherence
tomography (OCT), is included in the standard of care for
primary specialized medical care of patients with diabetic
retinopathy and age-related macular degeneration and is a
recurring service.? The frequency of doctor visits is determined
individually depending on the planned management
strategies and clinical signs. According to domestic studies,
the minimum number of OCT examinations of the macular
retina performed in medical institutions during follow-ups in
patients with age-related macular degeneration and diabetic
macular edema is 1,629,429 per year.

Foreign analytical studies have shown the willingness
of patients to switch to controlled self-medications during
follow-up (up to 54% of respondents according to 2019 data,
STADA Health Report 2020) and to receive part of the medical
services using telemedicine technologies, i.e., without face-
to-face visits to a healthcare professional [3-5]. In a study by
the Russian Public Opinion Research Center, 48% of Russians
are open to follow-up and treatment using telemedicine
services [6]. Thus, organizational and clinical prerequisites
have been established for the provision of medical services
using Al, including the use of telemedicine technologies, for
patients who require repeated diagnostic appointments as
part of the follow-up for posterior eye segment pathology.

The Order of the Ministry of Health of the Russian
Federation dated November 12, 2012, No. 902n, On Approval
of the Procedure for the Provision of Medical Care to the
Adult Population for Diseases of the Eye, Appendages, and
Orbit refers to equipping medical consultative and diagnostic
departments of outpatients clinics with optical coherence
tomographs. However, patients with retinal pathology most
often receive follow-up care in a medical ophthalmology
center once they have started treatment, and this reduces the
availability of treatment for patients with newly diagnosed
pathology, which must be treated the earliest time possible.
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Existing technologies need changing and intensifying,
including through the use of Al technologies.

AIM

To develop the methodological basis for an organizational
system for the follow-up of patients with posterior eye
segment pathology using Al-based clinical decision support
systems (CDSS).

MATERIALS AND METHODS

Content analysis was performed to assess the existing
regulatory framework. To create a structured directory,
sociological and expert methods were used. Artificial neural
networks (ANNs) were trained using segmentation and
classification methods.

Study design

The existing regulatory framework was assessed based
on an analysis of the Constitution of the Russian Federation,
federal laws, sublegislative acts, and judicial practice. The
methodology for a structured medical document describing
an OCT image was created using an expert method: i.e.,
100 ophthalmologists with the appropriate educational
level, including advanced professional education, engaged in
specialized medical care for patients with posterior segment
pathology were included in a survey. The structured medical
document was used as the basis for ANN predictors. As a
result of annotation, 60,000 medical images were described.
For each image, a.json file describes the presence of features
after mapping. To analyze and classify binary features in an
image, neural networks with the DenseNet121 architecture
without pretrained weights were trained. The Mask R-CNN
architecture was used for the segmentation task.

Eligibility criteria

A sign was added to the significant factors that indicated
disease deterioration when the agreement between
respondents reached 70%. A sign was added to the CDSS
output when its accuracy (mean sensitivity and specificity)
reached a value of >0.7.

Study conditions

A database was constructed based on the anonymized
data from clinical studies (retinal examinations using OCT)
conducted in the Orenburg and Tambov branches of the
S.N. Fyodorov Eye Microsurgery Complex of the Ministry of

! Decree of the President of the Russian Federation dated October 10, 2019 No. 490 “On the Development of Artificial Intelligence in the Russian
Federation” (together with the “National Artificial Intelligence Development Strategy for the period until 2030"). Access: https://www.consultant.ru/
document/cons_doc_LAW_335184/1f32224a00901db9cf44793e9a5e35567a4212¢7/ Access date: November 22, 2023.

2 Qrder of the Ministry of Health of the Russian Federation dated December 24, 2012, No. 1492n “On Approval of the Standard of Primary Health Care
for Diabetic Retinopathy and Diabetic Macular Edema.” Access: https://base.garant.ru/70344052/53f89421bbdaf741eb2d1ecc4ddbhc33/ Access date:

November 22, 2023.
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Health of the Russian Federation. The ANN was trained at
the Research Institute of Digital Intelligent Technologies of
the Orenburg State University (Russia).

Study duration

Clinical studies (retinal examinations using OCT) were
performed between 2015 and 2023. The structured binary
classifier directory for describing the macular retina was
created in 2022, and the ANNs were trained in 2022-2023.

Medical intervention

For the database, retinal examinations involved OCT
scans of the macular retina.

Primary outcome

The methodological basis for the use of Al in the regular
follow-up of patients with posterior segment pathology was
developed and evaluated.

Subgroup analysis

The follow-up methodology was based on an assessment
of the medical care organization and clinical data of patients
diagnosed with age-related macular degeneration (ICD-10

code: H 35.3) or diabetic macular edema (ICD-10 code:
H 35.8).

Outcome measures

Sensitivity and specificity are statistical parameters of a
diagnostic test used to identify patients with pathology and
healthy individuals derived from type | and Il errors in the
binary classification.

Statistical analysis

For the sample size calculation, the minimum volume of
the sample study was determined considering the validity
criterion and maximum error (product of the confidence
interval and specified accuracy).

Statistical procedures included descriptive statistics,
calculation of the mean values and relative values, and
mathematical modeling. The statistical significance of
differences in the studied data according to qualitative
characteristics was analyzed through mathematical
calculations and subsequently evaluated using Pearson'’s chi-
squared test. Quantitative variables were described during
the preliminary assessment for compliance with Gauss's law
(normal probability distribution).
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RESULTS
Study objects

The study focused on organizing ophthalmological care
for the adult population as part of their follow-up for posterior
segment pathology. In the content analysis, 22 records were
analyzed. The database included 60,000 records of retinal
examinations using OCT for which a medical image (scan)
and a result interpretation in accordance with the developed
binary classifier are available.

Primary outcome results

In accordance with Federal Law dated November 21,
2011, No. 323-FZ “On the Fundamentals of Public Healthcare
of Citizens in the Russian Federation,” medical care in the
Russian Federation was organized and provided:

1) In accordance with the regulations on the organization of
medical care by type of medical care

2) In accordance with the procedures for the provision of
medical care approved by the authorized federal executive
body and mandatory for execution in the territory of the

Russian Federation by all medical organizations
3) Based on guidelines
4) Considering the standards of medical care approved by

the authorized federal executive body.?

In addition, Paragraph 15 of Article 2 of this law defines
“attending physician,” who is a doctor responsible for
organizing and directly providing medical care to a patient
during follow-up and treatment. In the provision of primary
specialized medical care, certain functions of the attending
physician may be delegated to nursing staff in accordance
with the approved procedure; however, the provision of
primary specialized medical care, including medical services
specified in the professional standard of an ophthalmologist,
should not be delegated.*®

Results of imaging studies cannot be interpreted by
nursing staff independently when providing medical services.
This is only possible with the use of registered medical
devices.

CDSSs require registration as a medical device for use by
nursing personnel. When used by doctors, they can remain
within the legal field of information services because the
interpretation of results, diagnosis, and recommendations,
including those in follow-up, remain within the competence
of the attending physician, regardless of the legal status of
the software.

¥ Federal Law “On the Fundamentals of Public Healthcare of Citizens in the Russian Federation” dated November 21, 2011, No. 323-FZ. Access: https://
www.consultant.ru/document/cons_doc_LAW_121895/ Access date: November 22, 2023.

% Order of the Ministry of Health and Social Development of the Russian Federation dated March 23, 2012, No. 252n “On Approval of the Procedure
for Assigning Certain Functions of the Attending Physician to a Paramedic or Midwife by the Head of a Medical Organization when Organizing
the Provision of Primary Health Care and Emergency Medical Care for the Direct Provision of Medical Care to the Patient During Follow-up and
Treatment, Including the Prescription and Administration of Medications, Including Narcotic Drugs and Psychotropic Drugs.” Access: https://base.

garant.ru/70170588/ Access date: November 22, 2023.

5 Order of the Ministry of Health and Social Development of the Russian Federation dated June 5, 2017, No. 470n “On Approval of the Professional
Standard for Ophthalmologists.” Access: https://docs.cntd.ru/document/436744741 Access date: November 22, 2023.
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Using the expert method, 123 binary features that allow
describing the structure of healthy and abnormal macular
retina were selected and characterized. The features were
grouped into sections: general, vitreoretinal and retinal
interface, retinal contour, retinal thickness, retinal structures,
and choroid. In the survey of experts with appropriate
education and professional experience, 75% of the doctors
classified only 26 features out of 123 as predictors of
worsening conditions in patients with age-related macular
degeneration or diabetic macular edema (Table 1).

The selected features directly or indirectly indicated the
onset of a pathological process, including neovascularization,
which requires specialized and high-tech medical care
in tertiary medical institutions (e.g., federal medical
organizations). In addition, the features were consistent with
the guidelines and current scientific literature describing
medical care provision and interpretation of the results of
imaging diagnostic studies [7, 8].

Table 1. Signs of clinical deterioration

Vol 5 (1) 2024

Digital Diagnostics

The binary classifier was divided into features suitable
for use in ANN training by classification and segmentation
methods. The ANN training based on 60,000 medical images
made it possible to create a CDSS for follow-up in patients
with posterior segment pathology. The accuracy of ANN
models was assessed using the balanced accuracy metric
to correctly account for the heterogeneous distribution of
classes in the data. The mean balanced accuracy across
features was 81%.

Secondary outcome results

The developed version of the CDSS is in the open-access
system: http://retinadeepai.site/. The system recognizes
objects to be analyzed as predictors for each of the developed
features and allows for the configuration of the analysis of
various maps and modes, including those obtained using
different devices. The recommended analysis mode is
RetinaMap. The service has an ergonomic, intuitive interface

Sign

Section

Moderate macular thickness increase (<500 ym)
Severe macular thickness increase (>500 pm)

Macular thickness

Focal intraretinal edema identified

Diffuse intraretinal edema identified

Cystic intraretinal edema identified
Abnormality: small (<50 pym) multiple cysts
Abnormality: medium (50-150 pm) multiple cysts
Abnormality: large (>150 um) multiple cysts
Serous neuroepithelial detachment visualized
Slit-like neuroepithelial detachment visualized
Serous RPE detachment visualized
Dome-shaped RPE detachment

Flat wave-like RPE detachment visualized
Flat RPE detachment visualized

“Tabletop” RPE detachment visualized
Hemorrhagic RPE detachment visualized
Fibrovascular RPE detachment visualized

Double-layer sign visualized

Retinal structure

Highly reflective opacity shadowing deeper layers (subretinal hemorrhage)

Subretinal fluid visualized

Hyperreflective focus visualized in inner retinal layers
Hyperreflective focus visualized in outer retinal layers
Hyperreflective focus visualized above RPE

Hyperreflective focus visualized within RPE

Hyperreflective focus visualized under RPE

Hyperreflective focus shadowing the underlying layers visualized

Note: RPE, retinal pigment epithelium.

DOI: https://doiorg/1017816/DD623956



http://retinadeepai.site/
https://doi.org/10.17816/DD623956

ORIGINAL STUDY ARTICLES

that makes it possible to upload a report attached to the
medical records. The service is not a medical device, but an
information service; it does not store or process personal
patient data. The service does not make a diagnosis or offer
prompts for diagnosis. It describes the structure of the
normal and abnormal retina, taking on part of the routine
processes of an ophthalmologist during patient follow-ups.

Adverse events
None identified.

DISCUSSION

Currently, several Al-based systems are being developed
globally for the early diagnosis of fundus pathology. For
example, certain systems detect early signs of diabetic
retinopathy using fundus images obtained from stationary
and portable fundus cameras: the IDx-DR system
(LumineticsCore, USA) and the Retina.Al platform (Digital
Vision Solutions LLC, Russia).

In addition, several technological developments aimed at
automated analysis of data obtained using medical devices.

« The Retina.Al platform is aimed at analyzing
OCT images of the retina and identifying one of
the specified syndrome complexes: subretinal
fluid, intraretinal cysts, retinal pigment epithelial
detachment, subretinal hyperreflective material,
epiretinal membrane, retinal drusen, full-thickness
macular hole, lamellar macular hole, and
vitreomacular traction (https://www.screenretina.
com/). Thus, the project is aimed at diagnosing
conditions and assessing the course of the process.
The project is not registered as a medical device.

+ The Altris Al platform (USA) automates the selection
of abnormal OCT scans and detection of >70 disorders
and pathological signs, including epiretinal fibrosis,
intraretinal cystoid fluid, pseudocysts, diffuse edema,
fibrovascular detachment of the retinal pigment
epithelium, and subretinal hyperreflective material
(https://www.altris.ai/). The project aims to diagnose
conditions (diseases) and train medical personnel. The
project is registered as a medical device in the country
of origin (US Food and Drug Administration).

The product we are developing contains a larger number
of assessed features (123) and aims not at diagnosis but at
changing the organization of the diagnostic and treatment
process, i.e., delegating routine work from doctors to nursing
staff, reducing research time, and increasing the availability
of medical services.

It requires changing the professional standard of nursing
staff by including the use of Al-based information services
as part of patient follow-up. In addition, in the Order of the
Ministry of Health of Russia dated March 15, 2023 No. 168n,
“On Approval of the Procedure for Regular Follow-up of
Adults,” the regulatory framework must be updated for
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the regular follow-up of patients with posterior segment
pathology to include this pathology.

Primary outcome summary

The methodological basis of the organizational technology
for regular follow-up of patients with posterior segment
pathology has been developed. A structural classifier for
describing the retina has been prepared, and a CDSS has
been developed for use in the regular follow-up of this
patient population.

Primary outcome discussion

The Order of the Ministry of Health of the Russian
Federation dated September 7, 2020, No. 947n, “On Approval
of the Procedure for Organizing a Document Flow System in
the Field of Healthcare to Manage Medical Electronic Records”
defines the procedure for using electronic medical records.
To date, several structured electronic medical documents
have been developed and approved and are currently used
in Russia. The Center for the Development of Structured
Electronic Medical Documents is part of the Central Research
Institute for Organization and Informatization of Healthcare of
the Ministry of Health of the Russian Federation. It ensures
the implementation of the tasks of the Ministry of Health of
Russia to improve the procedure for organizing document
flow in healthcare by developing, updating, and modernizing
guidelines for the implementation of structured electronic
health records. The developed directory can become the
basis for a medical protocol for an imaging study of the retina
using OCT.

The accumulation of structured information will contribute
to the improvement of the developed CDSS. Using Al-based
CDSSs, changing the regulatory framework will help speed
up the implementation of the organizational technology
for regular follow-up of patients with posterior segment
pathology.

Study limitations

The results of the study are intended for follow-up in
patients with posterior segment pathology. The results cannot
be used in the primary diagnosis of eye, ocular adnexa, and
orhit pathologies.

CONCLUSION

In the legal framework of the Russian Federation, some
of the physician's medical functions could not be delegated
to nursing staff such as when interpreting the results of a
medical examination. For example, in eye, ocular adnexa, and
orbital disorders, the professional standard and regulatory
framework must be amended. However, no uniform rules
have been established for creating a structured electronic
medical record containing the results of interpreting a retinal
examination using OCT. The proposed classifier made it
possible to create and train (based on 60,000 medical images)
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a CDSS, which, as an information service not intended for
establishing a diagnosis, allows for the reorganization of the
follow-up process. The primary service of the developed CDSS
is patient routing. If signs of deterioration are observed in
the clinical presentation, referral to a medical ophthalmology
center is warranted to assess the disease course and provide
specialized, including high-tech medical care.
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ABSTRACT

BACKGROUND: The incidence of circulatory system diseases in the Russian Federation has been steadily increasing during
the last two decades, growing 2,047 times between 2000 and 2019. Vascular calcification involves the deposition of calcium
salts in the artery wall, which leads to vascular wall remodeling. X-ray imaging is the gold standard for diagnosing of vascular
calcification. However, because of the need to process an increasing amount of data in a shorter period of time, the number
of diagnostic errors inevitably increases, and work efficiency inevitably decreases. The active development and introduction of
artificial intelligence into clinical practice have created opportunities for specialists to address these issues.

AIM: To analyze the national and international literature on the use of artificial intelligence in the diagnosis of various vascular
calcifications, summarize the prognostic value of vascular calcification, and evaluate aspects that prevent the diagnosis of
vascular calcification without using artificial intelligence.

MATERIALS AND METHODS: A search was performed in PubMed, Web of Science, Google Scholar, and eLibrary. The search was
conducted using the following keywords: artificial intelligence, machine learning, vascular calcification, and their analogues in
Russian. The search covered the period from inception till July 2023.

RESULTS: The studies included in the review compared the diagnostic abilities of clinicians and artificial intelligence using the
same images, with subsequent assessment of the accuracy, speed, and other parameters. The sites of vascular calcification
varied, resulting in differences in their prognostic value.

CONCLUSION: Artificial intelligence has proven to be effective in the diagnosis of vascular calcification. In addition to improved
accuracy and efficiency, the level of detail is superior to manual diagnosis methods. Artificial intelligence has advanced to
the point that imaging specialists can automatically detect vascular calcification. Artificial intelligence can contribute to the
successful development of X-ray imaging in the future.
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BACKGROUND

The incidence of circulatory system diseases in the
Russian Federation has been steadily increasing in the
last two decades, growing 2.047 times between 2000 and
2019 [1]. Vascular calcification involves the deposition of
calcium salts in the arterial wall, which leads to vascular
wall remodeling [2]. Intimal calcification is focal and
associated with atherosclerosis, whereas medial calcification
is diffuse and involved in the pathogenesis of conditions such
as diabetes mellitus, peripheral artery disease, and chronic
kidney disease [3]. X-ray imaging is the gold standard for
diagnosing vascular calcifications [4]. However, because
of increasing data and the need to reduce the time for
diagnosing, work efficiency inevitably decreases [5]. These
circumstances necessitate the search for innovative ways to
improve the quality of work of imaging specialists.

The active development and introduction of artificial
intelligence (Al) into clinical practice have helped specialists
address these issues. According to the available literature,
until recently, Al was used for X-ray diagnosis of five types
of vascular calcifications: coronary artery calcification
(CAC), thoracic aorta calcification (TAC), abdominal aorta
calcification (AAC), carotid artery calcification (CaAC), and
mammary artery calcification (MAC).

This study aimed to analyze the national and international
literature on the use of Al in the diagnosis of various vascular
calcifications, summarize the prognostic value of vascular
calcification, and evaluate aspects that hinder the diagnosis
of vascular calcification without using Al.

MATERIALS AND METHODS

A literature search was performed in PubMed, Web
of Science, Google Scholar, and eLibrary. The search was

Vol 5 (1) 2024
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conducted using the following keywords: artificial intelligence,
machine learning, vascular calcification, and their equivalents
in Russian. The search covered the period from database
inception till July 2023. The authors reviewed independently
the titles and abstracts of the articles and retrieved the full
text of relevant publications. Moreover, the reference lists of
relevant studies were reviewed.

RESULTS

The studies included in the review compared the
diagnostic abilities of clinicians and Al using the same images
and subsequently assessed the accuracy, speed, and other
parameters.

The sites of vascular calcification vary greatly, resulting
in differences in their prognostic value. Table 1 summarizes
the prognostic value of vascular calcifications depending on
the location.

Coronary artery calcification

The Framingham risk score is a tool for cardiovascular
risk assessment, which includes the assessment of risk
factors such as age, sex, and blood pressure [7]. However, a
large-scale prospective study with 7 years of follow-up found
that CACs detected using computed tomography (CT) can
improve the risk prognosis obtained using the Framingham
risk score alone. In a study with 7.6 years of follow-up,
M.H. Criqui et al. demonstrated a good prognostic value of the
assessment of CAC severity based on the vascular volume
and density [8]. The risk of coronary artery disease (CAD)
positively correlated with the CAC volume and negatively
correlated with the CAC density [8].

The CAC severity was assessed by multiplying the density
of calcified plaques by the area of calcification. The overall
CAC was the sum of the results calculated at each level.

Table 1. Prognostic value of vascular calcifications depending on the location

Vascular calcification type

Prognostic value

— Marker of the severity of coronary artery atherosclerosis

Coronary artery calcification _ CAD predictor

— Cardiovascular risk assessment according to the Framingham risk score

— Marker of chemotherapy-induced cardiotoxicity in patients with cancer

— Marker of increased CAD risk
— Detection of an increased risk of ischemic stroke

Thoracic aorta calcification
— Embolism risk detection

— Detection of obstructive CAD
— Prediction of asymptomatic CAD

Abdominal aorta calcification

— Marker of congestive heart failure

— Marker of atherosclerosis of the head and neck blood vessels

Carotid artery calcification — Stroke risk detection

— Prediction of the risk of cerebrovascular adverse events in young people

Mammary artery calcification

— Detection of the risk of cardiovascular events in women
— Association with chronic kidney disease, diabetes mellitus, and bone diseases

Note: CAD, coronary artery disease.

DOl https://doi.org/10.17816/DD623196



https://doi.org/10.17816/DD623196

SYSTEMATIC REVIEWS

Table 2. Relationship between the severity of coronary artery
calcification and the risk for adverse cardiovascular events

Coronary artery calcification Calcification risk

assessment
0 None
1-10 Low
11-100 Moderate
101-400 Moderate to high
>401 High

Generally, older patients represent a major risk group for
CAD [1]. However, a 12.5-year study revealed an increased
risk for CAD and death among individuals aged 32-46 years,
even in cases of mild CAC [9]. These findings suggest that
CAC-related information has a high prognostic value for
detecting cardiovascular risk in nearly all age groups. Table 2
shows the relationship between CAC severity and risk for
adverse cardiovascular events.

Thoracic aorta calcification

TAC is commonly found in patients with hypertension [10].
Furthermore, recurrent evidence has linked TAC to an
increased risk for CAD and death [10, 11]. In a study of
2,618 patients, Y. Itani et al. found that TAC was efficient in
ischemic stroke risk assessment [12]. In a study of patients
with indications for cardiovascular surgery, R. Lee et al. found
that preoperative CT screening for TAC can identify high-risk
areas and reduce the risk of aortic embolism and stroke [13].
Thus, TAC severity can be used not only to predict the risk of
cardiovascular accidents but also to detect cerebrovascular
changes.

Abdominal aorta calcification

A study of 58 patients revealed that CT-AAC assessed AAC
correlated with CAC severity. In turn, the absence of AAC made
it possible to rule out CAD [14]. Moreover, AAC can be used
as an additional tool for detecting asymptomatic CAD and an
independent risk factor for congestive heart failure [15, 16].
AAC has a significant prognostic value for the skeletal system.
Y.Z. Bagger et al. analyzed 2,662 healthy postmenopausal
women and reported that AAC correlated with an increased
risk of osteoporosis of the proximal femur [17]. Moreover, in
a study of 5,994 men aged 65 years, P. Szulc et al. confirmed
the correlation between AAC and an increased risk for
femoral fracture in older men [18].

Carotid artery calcification

CaAC is an important predictor of cerebrovascular
diseases [19]. Intracranial internal carotid artery calcification
(ICAC) is an important marker of intracranial hypertension in
patients of various ethnicities and strongly correlated with
the risk for stroke [19-21]. A study of approximately 2,000
patients revealed that ICAC was common in young people.
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However, whether ICAC at a young age is similar to that at
an older age is unclear and, therefore, may increase the risk
of stroke later in life [22].

Mammary artery calcification

Z. Huang et al. analyzed 213 female patients and
revealed that MAC correlated with CAC and CAD severity [23].
EV Bochkareva et al. analyzed 4,274 digital mammograms of
women aged 40-93 years and found a significant and strong
correlation between age and MAC [24]. E.V. Bochkareva et
al. also demonstrated that MAC was associated with chronic
kidney disease, diabetes mellitus, cerebrovascular diseases,
and low bone mineral density [25-27]. Unfortunately, female
patients are often unaware of cardiovascular diseases, which
pose one of the most serious threats to women'’s health [28].
Thus, considering the availability of MAC assessment and its
diagnostic value in assessing cardiovascular risk in women,
imaging specialists should pay close attention to this issue.

Difficulties in imaging diagnosis of vascular
calcifications

An analysis of the evolution of X-ray diagnostic services
in Russia in 2014-2019 showed that the number of medical
images is increasing annually, and imaging specialists have to
interpret images every 3-4 s during an 8-h working day [29].
A study of the physical condition of 40 imaging specialists
before and after a working day revealed that after working
for 1 day, their ability to concentrate decreases dramatically,
whereas symptoms of asthenopathy increase [30]. According
to available data, 75% of claims concerning the low quality
of medical care provided by imaging specialists are related
to diagnostic errors [31].

Accurate assessment of the severity of vascular
calcifications is difficult. The shape of the calcified foci is
variable, and deviations are common. For example, various
modifications of CT scans have been used to diagnose
CAC [32]; however, they require additional equipment,
increasing the economic burden on healthcare facilities
and the patient’s radiation exposure (which can be reduced
if the diagnosis is made by standard methods). Moreover,
radiologists do not always assess vascular calcifications
detected on CT scans, which could be used for indirect
assessment of coronary calcification. Nonetheless, the gold
standard is CT with cardiac synchronization and a specified
examination area (field of view) [33, 34].

The role of artificial intelligence in the
assessment of arterial calcification

CACs

The first automatic assessment of CAC severity using
Al was performed in 2007. For each candidate, 64 features
were created, and nearest-neighbor clustering was applied.
This metric algorithm for automatic object classification or
regression had an accuracy of 73.8% [35]. Since then, various
approaches to feature development, including spatial and
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geometric characteristics, have been actively studied [36—
38]. Because selecting objects on noncontrast CT scans is
technically challenging, recording information from CT scans
with the determination of coronary calcification has become
a common strategy [39-41]. To assess coronary calcification,
electrocardiographic (ECG) synchronization is commonly used
to capture images in the diastolic phase, followed by image
reconstruction by stitching. A support vector machine-based
algorithm achieved a sensitivity of 98.9% and a prognostic
value of 94.8% [42]. Such machine-learning (ML) algorithms
were actively used until 2016; however, their use was
challenging because of the need for manual control [42].

To further improve efficacy, an artificial neural network
(ANN) with deep learning (DL) function was selected as the
primary option [43]. DL initially demonstrated low efficacy;
however, continuous improvement of the ANN allowed for
increased efficacy and accurate, automatic scoring [44-51].

In a study on CAC assessment, B.D. de Vos et al.
discovered that the results obtained using DL were nearly
identical to those calculated manually. The Agatston score
(gold standard of CT calcium scoring in clinical practice) was
determined in <0.3 s [52].

The U-Net algorithm is an extension of the ANN intended
for more efficient learning requiring fewer resources [53].
N. Gogin et al. confirmed the efficacy of DL based on the
U-Net architecture, which proved to be extremely close to
the performance of other algorithms [46]. U-Net classified
the risks correctly in 86% of cases. Notably, U-Net
allows uploading images directly without losing pixel
information [49].

CT with cardiac synchronization is less widely used
globally than CT without ECG [54]. If the reliability of CAC
information obtained without ECG increases, the number
of CT scans can be reduced, thus decreasing economic
expenditures and radiation exposure [55]. Numerous
interferences and artifacts significantly lower the accuracy
of manual CAC assessment using CT without ECG [56].

Al has played a significant role in CAC diagnosis using CT
without ECG. More than a decade ago, I. Isgum et al. found
that ML algorithms ensure the Agatston score assessment
with an accuracy of 82.2% when using low-dose chest
CT [57]. Many researchers have attempted to level out
interference and artifacts and reduce the effect of noncalcified
components (stents) on the diagnosis. Their developed DL
algorithms allowed for increasing the diagnostic value of
low-quality images [58, 59]. According to Z. Sun et al,, DL
algorithms improved the signal-to-noise ratio of low-dose
CT by 27.7% and increased the specificity of CAC detection by
41% by eliminating artifacts [60]. Notably, the rate of correct
interpretation of CT without ECG was only 70%; however, the
correlation coefficient between the results obtained using Al
and manual analysis was 0.923 [56].

B. Yacoub et al. revealed that the sensitivity, specificity,
and area under the curve (AUC) of CAC detection on
noncontrasted chest CT scans using Al were superior to
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those of manual assessment. This suggests that Al can be
superior to human assessment when analyzing CT findings
without ECG [34]. In one study, the efficacy of Al in analyzing
CT findings without ECG was confirmed at four study sites. All
study samples showed high sensitivity and good prognostic
value, which increases the quality of the results [61]. The use
of Al in diagnosing CAC based on CT findings without ECG
is currently considered a reliable method of assessing data.

Notably, researchers have begun to use Al capabilities to
diagnose CAC using other devices, such as when assessing
chest X-ray images [62]. P.I. Kamel et al. developed a
classification of total calcium parameters on chest X-ray
images using deep ANN, making it possible to reduce the
need for CT in some patients [63]. In this study, the AUC
reached 0.73 and 0.7 in the anteroposterior and lateral
images, respectively, when detecting CAC. Moreover, a
study proposed a neural network that could analyze invasive
coronary angiography images within seconds and detect CAC
with a F1 of 0.802 [64].

Thoracic aorta calcification

In contrast to CAC, the accuracy of TAC detection
on CT scans does not depend on the heart contraction
intensity [65]. For example, in a study by I. Isgum et
al., the TAC detection rate was 97.9% when using the
k-nearest neighbor method, which correlated with manual
findings [65]. In recent years, DL made it possible to detect
CAC and TAC simultaneously [66]. Similarly, SGM van
Velzen et al. used these methods with various CT modalities
(including CT with the determination of coronary calcium,
low-dose chest CT, and positron-emission CT), with an
intraclass correlation coefficient of 0.68-0.98 [67]. Notably,
a sensitivity of 98.4% was observed in a study using a
convolutional neural network (CNN) for TAC detection, which
made it possible not only to detect TAC in the ascending and
descending aorta and the aortic arch but also to assess the
risk level [68]. Thus, radiologists now routinely employ Al
to automatically assess CAC and TAC.

Abdominal aorta calcification

DL advancements made it possible to automatically
detect AAC, which was confirmed in two studies [69, 70].
Dual-energy X-ray absorptiometry is a diagnostic tool that
assesses the risk for fractures. The increasingly wide use
of this method suggests the possibility of automating AAC
assessment; however, because of technical difficulties, it is
not routinely used for AAC detection. S. Reid et al. classified
AAC using a densitometry-based CNN, with a high degree of
agreement with manually obtained findings; the Kappa index
was 0.71 [69]. CT provides obvious advantages over dual-
energy X-ray absorptiometry for the qualitative assessment of
aortic calcification. P.M. Graffy et al. effectively implemented
automatic detection of AAC using abdominal CT in >9,000
patients; the authors attributed their success to the use of
mask region-based CNN [70]. This study also assessed the
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prevalence of AAC based on quantitative data, which supports
the importance of Al.

In summary, Al can be used to automatically quantify
AAC; however, available data are extremely limited.

Carotid artery calcification

CT in combination with Al can be used to detect
calcification of both extracranial and intracranial internal
carotid arteries [71, 72, 73]. G. Bortsova et al. used four
DL networks with a structure similar to that of U-Net.
The accuracy of ICAC detection was higher than manual
assessment, with a sensitivity of 83.8% and a prognostic
value of 88% [73]. Manual assessment of CIC necessitates
meticulous analysis; moreover, it is prone to errors, with
similar probability (e.g., bone calcification). Given this, the
excellent accuracy of DL is of great importance.

Magnetic resonance imaging (MRI) can detect the most
significant differences between CaAC and other vascular
calcifications [71]. In earlier studies, MRl showed low
accuracy in detecting calcifications [71]. However, the use
of simultaneous noncontrast angiography and intraplaque
hemorrhage (SNAP) has improved the ability to detect
calcifications using MRI. SNAP inverts all signals by pulse
inversion, followed by T1-weighted inversion recovery and
a proton density-weighted control scan with dual gradient
echo, providing high-quality images of the cranial and
cervical spine arteries [74]. Although SNAP effectively detects
calcification, it is prone to motion artifacts and has a long
acquisition time. Goal-SNAP and quick SNAP can be used to
address this issue [75, 76]. In this study, ML algorithms such
as random forest are similar to ANNs in terms of calcification
detection; however, DL may be more effective in segmenting
vascular components, which requires further research.

Mammary artery calcification

MAC is visualized on mammograms; however,
calcifications have extremely diverse manifestations. They
can be bifurcated, overlapping, or truncated, with varying
intensities [77]. As a result, MAC is difficult to quantify
manually because of its heterogeneous presentations.

Mammography is an X-ray diagnosis method used for
screening and intended for breast cancer detection. It has
been included in the scope of preventive medical examination
since 2012. In line with the regulations of the Ministry of
Health of the Russian Federation, the frequency of this study
increases annually.

Several authors have considered the use of DL in this
context. Mammograms were divided into sections because
the amount of data was too large for direct entry [53]. The
12-layer CNN defines MAC detection as a second-order
task [28]. Although it successfully distinguished the presence
and absence of MAC, the accuracy of the quantitative
assessment was insufficient [28]. Furthermore, data analysis
and processing were time-consuming because of the need to
process each segment separately. Subsequently, researchers
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improved the CNN considering the described drawbacks,
suggesting the use of a simple contextual U-Net (SCU-Net)
and a dense U-Net (DU-Net) [33, 53]. SCU-Net is a simpler
version of U-Net that addresses MAC accounting for <1%
of the images, resulting in a significant amount of data and
preventing the system’s efficient training. DU-Net eliminates
this problem by considerably improving the efficacy of
the CNN, with an accuracy of 91.47% and a sensitivity of
91.22% [53].

In summary, DL used for automatic MAC detection
has advanced considerably; however, no public dataset is
available for the unification in this field, which necessitates
further studies.

DISCUSSION

Al can facilitate and improve the work of imaging
specialists regarding vascular calcification by performing
preliminary screening and enhancing data processing
efficacy.

The accuracy of Al in X-ray diagnosis was determined by
Al algorithms and image characteristics. The efficacy of ML
and DL algorithms has improved significantly, increasing the
diagnostic value of these techniques. As imaging technology
evolves, image quality improves, which intensifies the
efficiency of diagnosis. Al capabilities depend on the high
quality of databases required for training, which can also be
useful in creating public databases or testing platforms. Thus,
engineers and physicians should work to improve Al diagnostic
capabilities based on Al algorithms and image quality.

Although Al has demonstrated good results in five types
of vascular calcifications, it also has potential diagnostic
value in renal artery calcification, a condition with confirmed
prognostic value for hypertension and proteinuria [79].
Moreover, the number of studies on AAC and CaAC is modest,
which increases interest in their research. Table 3 provides a
comparison of the efficacy of Al in the diagnosis of each type
of vascular calcification.

CONCLUSION

Artificial intelligence has proven to be effective in the
diagnosis of vascular calcifications. In addition to improved
accuracy and efficiency, its level of detail is superior to that
of manual diagnosis methods. Al has advanced to the point
that imaging specialists can automatically detect vascular
calcification. Artificial intelligence can contribute to the
successful development of X-ray imaging in the future.
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Table 3. Comparison of the efficacy of Al in the diagnosis of five types of vascular calcification

Vascular Number of | Use of X-ray | ;0 ccer | yse of MRI Use of DL
calcification type studies imaging
Pixel-based and end-to-end DL
in combination with GAN reduces
Coronary artery Large Yes Yes No the level of noise and artifacts for
calcification 9 a reliable automatic assessment
of CAC and interpretation of the
results
DL ensures the automatic detection
Thoracic aorta M of TAC and CaAC and enables
o oderate No Yes No S
calcification the assessment of the findings in
various portions of the aorta
Small. more DL techniques such as the mask
Abdominal aorta st diés are Yes Yes No region-CNN enable accurate
calcification ired qualitative assessment of AAC
require when using DEXA and CT
Small. more The efficacy of DL is similar to
Carotid artery studiés are No Yes Yes that of ML and superior to human
calcification ired performance, with the added
require possibility of using MRI
Mammary artery U-Net, SCU-Net, DU-Net, and other
Moderate Yes No No improved DL systems facilitate

calcification

MAC detection

Note: AAC, abdominal aorta calcification; CAC, coronary artery calcification; CT, computed tomography DEXA, dual-energy X-ray absorptiometry; DL,
deep learning; DU-Net, dense U-Net: GAN, generative adversarial network; MAC, mammary artery calcification; ML, machine learning; MRI, magnetic
resonance imaging; Mask region-CNN, mask region-based convolutional neural network; SCU-Net, simple contextual U-Net; TAC, thoracic aorta

calcification.
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llepcneKkTuBLI NPUMEHEHUA KOMMbIOTEPHOr0 3peHuUs
ANA BbiABIEHUS KaMHeX B MOYEBbIZe/IUTEesIbHOU
CUCTEeMe M HOBOOOpa3oBaHMIK NevyeHU U NoyeK

Ha M306pa)KeHMAX KOMNbIOTEpHOU TOMorpaduu
OpraHoB 6pIOLLIHOM NOJIOCTM U 3a6PIOLIMHHOIO
NPOCTPaHCTBA

10.A. Bacunbes'?, A.B. Bnagaumupckuii'-3, K.M. Apsamacos’, [1.Y. LLnxmypanos’,
A.B. Naukpartos', U.B. YnbsHos', H.B. Heuaes'

! Hay4HO-NpaKTUYECKMIl KIMHAYECKII LLEHTP AMarHOCTUKM 1 TeNneMeaMUMHCKIX TexHomnorui, Mockea, Poccus;
2 HaumoHanbHbI MeauKo-xupypriadeckmit Lientp umenn H.W. Muporosa, Mockea, Poccus;
3 NMepabiii MoCKOBCKWIA rocyAapCTBEHHbIA MeAMUMHCKIA yHUBepcuTeT MMenm M.M. CeueHosa, Mockea, Poccua

AHHOTALIUA

B pabote npefcraBneH cenekTMBHbIA 0630p IUTepaTypbl, MOCBALIEHHBIA UCTIONB30BAHMIO aNrOPUTMOB KOMMBIOTEPHOTO 3pe-
HWA ANS OWMarHOCTUKM HOBOOOpPa30BaHUiA MeYeHW M NOYeK, a TaKKe KaMHEeW B MOYEBLIAENUTENIHON CMCTEME Ha U30bpae-
HWSAX KOMMbIOTEPHOI TOMOrpadumn opraHoB HpIOLLHOI NOIOCTM W 3abpIOLLIMHHOMO NPOCTPaHCTBA.

B 0630p bbinn BKKOUEHDI CTaTbk, 0nybnnMKkoBaHHbIe 3a nepuog ¢ 01.01.2020 no 24.04.2023 rr.

B 3agaue cermMeHTaummn neyeHn u eé HoBoobpasoBaHMii anropuUTMbl, ONepUpYIOLLIME NMUKCENAIMM, NOKasanu HaubonbLume 3Ha-
YeHUst NapaMeTPOB AMArHOCTUYECKOW TOYHOCTY (TOUHOCTb gocTuraeT 99,6%; koadduumenT cxoactea daiica — 0,99). 3agaun
KnaccuduKaumum HoBoobpa3oBaHUA NEYEHN Ha TEKYLUMI MOMEHT NyYLUe PELLAloTCA BOKCEbHbIMW anroputMamMm (TOYHOCTb
no 82,5%).

CermMeHTaums NoYeK M WX HOBOOOpPa30BaHWiA, a TaKKe KiaccuduKaums onyxosiell NoYeK OfMHAKOBO XOPOLUO BbIMOJHAKTCA
anropuTMamu, aHasM3MpYIOLLMMK KaK MUKCEM, Tak U BoKcenu (TouHocTb aocturaet 99,3%, koadduumeHt cxopcTsa [aii-
ca—0,97).

AnropuTMbl KOMNbBIOTEPHOIO 3PEHUS B HACTOSAILLEE BPEMS TakKe COCOBHBI C BBICOKOW CTEMEHbI0 TOYHOCTU ONpefensTh KOH-
KpPEMEHTbl B MOYEBbIAENMTENBHON CUCTeMe pa3Mepami oT 3 MM (TouHocTb gocturaet 93,0%).

TakuM 06pa3oM, CyLLeCTBYIOLLME anrOpUTMbl KOMIBIOTEPHOTO 3peHNs MO3BONSIOT He TONbKO 3P heKTUBHO BbISBNATL HOBOOD-
Pa30BaHWSA NEYEHM U MOYEK, a TAKHKE KOHKPEMEHTbI B MOYEBBILENUTENBHON CUCTEME, HO U C BbICOKOW TOYHOCTBIO ONpesensTh
X KOSIMYECTBEHHBIE M KaYECTBEHHbIE XapaKTEPUCTUKU.

bonee BbiCOKas TOYHOCTb OMpeAeneHus BuAa HOBOODOPa30BaHUSA MOXET ObiTb AOCTUMHYTA 33 CYET OLEHKM BOKCESbHbIX
AaHHBIX, MOCKOMbKY B 3TOM C/ly4yae ajnroputM aHanuaupyeT HoBoobpa3oBaHMe MOSHOCTbHO B TPEX U3MEPEHUSX, @ He TONIbKO
B MJIOCKOCTW OJIHOIO Cpe3a.

KnioueBble cnoBa: KOMMblOTEpHas TOMOrpadus; HelpoHHble ceTu; rnyboKoe MaliMHHOE 0by4yeHWe; opraHbl BpioLLHOM
nosocTH; MoyYeKaMeHHas 6onesHb; 06pa3oBaHus NoYeK; 06pa3oBaHNA NeveHHU.
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Prospects of using computer vision technology to detect
urinary stones and liver and kidney neoplasms on
computed tomography images of the abhdomen and
retroperitoneal space
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ABSTRACT

The article presents a selective literature review on the use of computer vision algorithms for the diagnosis of liver and
kidney neoplasms and urinary stones using computed tomography images of the abdomen and retroperitoneal space. The
review included articles published between January 1, 2020, and April 24, 2023. Pixel-based algorithms showed the greatest
diagnostic accuracy parameters for segmenting the liver and its neoplasms (accuracy, 99.6%; Dice similarity coefficient, 0.99).
Voxel-based algorithms were superior at classifying liver neoplasms (accuracy, 82.5%). Pixel- and voxel-based algorithms
fared equally well in segmenting kidneys and their neoplasms, as well as classifying kidney tumors (accuracy, 99.3%; Dice
similarity coefficient, 0.97). Computer vision algorithms can detect urinary stones measuring 3 mm or larger with a high degree
of accuracy of up to 93.0%. Thus, existing computer vision algorithms not only effectively detect liver and kidney neoplasms and
urinary stones but also accurately determine their quantitative and qualitative characteristics. Evaluating voxel data improves
the accuracy of neoplasm type determination since the algorithm analyzes the neoplasm in three dimensions rather than only
the plane of one slice.
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INTRODUCTION

X-ray diagnosis has greatly evolved in recent years. In
particular, computer vision technology has been actively
employed for the interpretation of computed tomography
(CT) scans for more accurate and timely diagnosis and
reduction of the burden on medical personnel [1-3]. Several
artificial intelligence algorithms for the analysis of chest CT
scans have already demonstrated high accuracy in specific
disease areas (with the area under the receiver operating
characteristic curve reaching 0.88) [3].

Moreover, computer vision technology is extensively
used in the diagnosis of abdominal pathologies. In the last
5 years, the number of PubMed publications on this topic
has increased 12 times, i.e., from 34 in 2018 to 411 in
2022. The dramatic increase in the number of studies could
be attributed to increased CT availability to the general
population, a relatively broad and growing list of diagnosed
disorders, and the high accuracy of their verification using
CT scans.

Currently, ready-made computer vision-based solutions
are capable of detecting common pathologies such as liver
and kidney neoplasms and urinary stones using abdominal
and retroperitoneal CT scans [4].

These solutions are based on algorithms that can be
classified into two types based on their function:

1. Algorithms identifying (segmenting) organs and their
pathologies
2. Algorithms classifying the pathology

The described solutions offer variable levels of diagnostic
accuracy, which could be attributed to the architecture of
deep-learning networks and computer vision algorithms.
Deep machine-learning architectures based on convolutional
neural networks are currently most commonly used for
classification [5].

This review aimed to assess the diagnostic accuracy
and architecture of computer vision algorithms for detecting
liver and kidney neoplasms and urinary stones on CT scans,
depending on the algorithm function (segmentation or
classification).

SEARCH METHODOLOGY

An analytical study was performed: it was a selective
literature review of algorithms intended for primary diagnosis
of common conditions such as liver and kidney neoplasms
and urinary stone disease.

Other common neoplasms, such as pancreatic tumors,
can be detected on abdominal and retroperitoneal CT.
However, this review focused on liver and kidney neoplasms
and urinary stones. If any, few studies have used computer
vision technology to detect neoplasms of other organs in
these anatomical areas.

The literature search was performed in PubMed (accessed
on April 30, 2023) using the following keyword combinations:
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[“Deep Learning,” “Neural Network,” “Artificial Intelligence”] +
[“Liver Tumor,” “Kidney Tumor,” “Hepatocellular Carcinoma,”
“Kidney Stone”] + “Computed Tomography”.

A search was also performed in eLibrary, the Russian
electronic research library and information analysis system
for science citation index (accessed on April 30, 2023),
from 2019 to the present using the keywords “Artificial
intelligence” + “Computed Tomography”. However, the search
failed to identify publications on deep-learning algorithms
for detecting abdominal and retroperitoneal organ disorders.

The analysis included studies identified in PubMed
that used computer vision algorithms for segmentation
and classification of pathologies of interest on abdominal
and retroperitoneal CT scans, described the deep-learning
algorithm  architecture, and presented the results of the
algorithm performance using one of the following parameters:
Dice coefficient for segmentation and accuracy and F1-score
or area under the ROC curve (AUC) for classification [6].

The search covered the period from January 1, 2020, to
April 24, 2023.

RESULTS

The review included 21 studies, and their findings are
presented in Appendix 1. The architecture was analyzed, and
diagnostic metrics were assessed in the selected studies.
Moreover, these studies were compared with other publicly
available articles not included in the analysis.

Liver neoplasms

Contrast-enhanced CT and magnetic resonance imaging
(MRI) are currently the most informative methods for
the diagnosis of liver neoplasms [7]. CT offers various
advantages over MRI, such as equipment availability,
expert qualification, testing time, and cost-effectiveness [8].
Contrast enhancement is a common strategy when a liver
neoplasm is suspected because non-contrasted scans
are less informative. However, in some other diseases,
noncontrasted abdominal CT is often performed. The ability
of computer vision algorithms to detect liver neoplasms on
non-contrasted CT scans may be used for screening for this
pathology [9-11].

The U-Net architecture and its modifications (i.e.,
ResNet blocks) are most widely used for segmentation of
the liver and liver neoplasms, with acceptable diagnostic
accuracy. H. Rahman et al. demonstrated the best results
for the segmentation of the liver and liver neoplasms using
ResUNet, with a Dice coefficient of 0.09 and an accuracy of
99.6% [12]. An example of liver neoplasm segmentation is
presented in Fig. 1.

Pixel-based (2D image) segmentation algorithms had
better diagnostic metrics than voxel-based (3D image)
segmentation algorithms [12-18].

In turn, voxel-based algorithms show better diagnostic
metrics in liver neoplasm classification. These algorithms
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Fig. 1. An example of liver neoplasm segmentation using one of the algorithms.

demonstrate high reliability in distinguishing benign tumors
from malignancies (accuracy up to 85.5%). The accuracy
of determining a specific type of malignant neoplasms is
currently lower at only 73.4% [19, 20].

Despite the development and widespread use of deep
machine-learning, some classic machine-learning algorithms
(e.g., support vector machine [SVM]) also demonstrate high
diagnostic metrics in liver neoplasm classification, with an
accuracy of up to 84.6% [19, 21].

The Center for Diagnostics and Telemedicine (Moscow)
is currently developing a computer vision algorithm using
contrast enhancement for within-class segmentation and
differentiation of liver masses. An example is presented in
Fig. 2.

Kidney neoplasms

In 27%-50% of cases, kidney neoplasms are
asymptomatic and represent random findings [22]. CT allows

Fig. 2. An example of liver neoplasm segmentation by an algorithm based on a contrast-enhanced CT scan.
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for the assessment of the tumor location and size and the
relationship between the tumor and renal pelvis and large
vessels.

In the analyzed studies, the U-Net architecture and its
modifications are most widely employed for the segmentation
of the kidneys and kidney neoplasms. The Dice coefficient
for kidney segmentation currently reaches 0.97 with the
U-Net 3D architecture [23]. The same architecture provided
the highest Dice coefficient for kidney tumor and kidney cyst
segmentation (0.84 and 0.54, respectively). Thus, the accuracy
of kidney neoplasm segmentation is currently inferior to that
of kidney segmentation. Moreover, voxel-based architectures
demonstrated diagnostic accuracy metrics for the segmentation
of the kidneys and kidney neoplasms on CT scans noninferior
to those of classic pixel-based algorithms [23-26].

Other architectures (e.g., EffectiveNet) also demonstrate
a high Dice coefficient for the segmentation of the kidneys
and kidney neoplasms (up to 0.95) [27, 28]. An example of
kidney neoplasm segmentation is presented in Fig. 3.

Both classic machine-learning algorithms and deep-
learning algorithms are used for the classification of kidney
neoplasms [24, 26, 29-31]. Swin transformers architectures
have the greatest accuracy (99.3%) [29].

When data are limited, classic machine-learning
algorithms and feedforward architectures prove
effective [26]. Similarly to the segmentation of the kidneys
and kidney neoplasms, the classification performance of
voxel-based architectures is noninferior to that of pixel-
based architectures [31].

Urinary stone disease

Urinary stone disease is the second most commonly
detected urological condition [32]. The incidence and

Fig. 3. An example of right kidney neoplasm segmentation.
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prevalence of urinary stone disease in adults are steadily
increasing throughout the Russian Federation. According to
N. Gadzhiev et al., the prevalence of urinary stone disease
has increased by 35.4% in 15 years, whereas the incidence
has reached 16.2% [33].

Retroperitoneal CT is the gold standard for the diagnosis
of urinary stone diseases. It allows for the assessment of the
location, size, and number of radiopaque urinary stones with
sensitivity and specificity of up to 96% and 100%, respectively
[34].

The articles showed a direct association between the
accuracy of urinary stone detection and the size of urinary
stones. The accuracy of convolutional neural network-based
algorithms increases with the size of urinary stones [35, 36].
To illustrate, the accuracy rates of detecting urinary stones
<1,1-2, and >2 cm were 85%, 89%, and 93%, respectively.

The Swin transformers algorithm has currently the
greatest accuracy in urinary stone detection (98%) [29].
An example of urinary stone detection using one of the
algorithms is presented in Fig. 4.

The use of computer vision algorithms for the diagnosis
of urinary stone diseases can be challenging if small
atherosclerotic plaques are present in renal artery walls
because their densities are similar to those of urinary
stones [36].

Modern deep machine-learning and computer vision
technologies allow for the detection of urinary stones
measuring >3 mm with low radiation exposure, and
urinary stones measuring =5 mm are considered clinically
significant [37].

Determining the urinary stone type is one of the most
important factors for the future treatment strategy [35,
371. Numerous CT-based parameters have been employed

135HU (Th
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Fig. 4. An example of urinary stone detection using one of the algorithms.

in assessing postoperative prognosis (such as relapse-
free disease) and determining the urinary stone type using
machine-learning technology [38-41]. Several studies of
dual-energy CT confirm that this imaging technique can
also be used for assessing the chemical composition of
urinary stones [42, 43]. However, this method has several
limitations, most notably, its low applicability in routine
clinical practice [44].

According to Y. Cui et al, narrowly specialized
convolutional neural networks allow for the assessment of
urinary stones using the STONE nephrolithometry score, and
results were comparable to radiologist opinions [45]. This
approach also allows for the assessment of prognossis [46].

DISCUSSION

Several studies have used publicly available datasets,
such as LiTS, KiTS'19, and 3D-IRCADb, and most of them
include contrast-enhanced CT findings. The datasets of
studies using their CT scans mostly included contrast-
enhanced CT findings or mixed data.

The analysis revealed that modern deep-learning
algorithms provide high accuracy liver segmentation
(maximum Dice coefficient, 0.99; mean Dice coefficient,
0.92+0.09) and kidney segmentation (maximum Dice
coefficient, 0.97; mean Dice coefficient, 0.94+0.02) on CT
scans (Appendix 1).

Pixel-based algorithms show better diagnostic accuracy
metrics for liver segmentation (maximum Dice coefficient,
0.99; mean Dice coefficient, 0.97+0.01), whereas voxel-based
algorithms are noninferior to pixel-based algorithms for
kidney segmentation. This could be attributed to differences
in the size and density of these solid organs and the history of

DOI: https://doiorg/10.17816/DD515814

algorithm development. Voxel-based algorithms have higher
performance requirements. Such computer-based systems
have only recently become widely available. Currently,
improved pixel-based algorithms are being developed in
research centers.

Liver and kidney neoplasm segmentation is less accurate
than liver and kidney segmentation, which is primarily
due to incomplete neoplasm segmentation. The correct
determination of neoplasm borders depends on their growth
type and structure; thus, the best segmentation is observed
for exophytic heterogeneous neoplasms [23]. This is also why
isodense cysts and hemangiomas are segmented with low
accuracy [20].

Data preprocessing before using a segmentation algorithm
resolves this issue to some extent [27, 28]. K. Yildirim et al.
found that analyzing alternative CT slices, such as sagittal
or coronal, using deep machine-learning algorithms also
contributes to the accuracy of pathology detection [47].

According to the literature review, voxel-based
algorithms are more suitable for neoplasm classification
than pixel-based algorithms because the structure of the
tumor is indicative of its nature [19, 26, 31]. Deep-learning
technology provides highly accurate classification of benign
and malignant abdominal neoplasms [19, 20, 31].

The completeness of segmentation is critical for
the accuracy of subsequent classification. Currently, a
combination of two-dimensional algorithms can be used for
segmentation and a combination of three-dimensional (3D)
algorithms for classification [19, 24]. Moreover, a combination
of deep- and classic machine-learning algorithms (including
gradient boosting) can improve diagnostic metrics [19]. The
studies analyzed used two types of combinations of these
algorithms. L. Yang et al. and M. Shehata et al. proposed
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creating features by algorithmic methods and using them
in a feedforward network [30, 31]. Meanwhile, E. Trivizakis
et al. and X.L. Zhu et al. proposed creating features using
deep-learning networks and classifying them using classic
machine-learning algorithms [19, 26].

Equally important is using a transformer architecture
for neoplasm classification; however, its application is
limited by the availability of training data. Obtaining high
metrics when using transformer architectures requires
significantly more training data than with high accuracy
neural networks [29].

The studies analyzed used conventional quality
assessment metrics for deep machine-learning algorithms.
However, the research methodology varied among studies,
making comparative assessment of diagnostic accuracy
difficult. Most authors did not provide the 95% confidence
interval for diagnostic accuracy parameters, which was
an additional limitation and prevented assessment of the
significance of differences between metrics obtained using
different neural network architectures and approaches.
A standardized assessment can be useful in determining
algorithms with the best results [48]. Some of the analyzed
studies also had small samples.

Another possible use of deep machine-learning algorithms
is to improve the quality of low-dose CT scans. For example,
F.R. Schwartz et al. proposed using deep machine-learning
algorithms for data interpolation and reconstruction in
DECT [49-51]. This approach allows for the acquisition of
high-energy CT scans with a low radiation exposure.

Thus, computer vision algorithms have already
demonstrated good diagnostic accuracy parameters in
detecting urinary stones and liver and kidney neoplasms
on CT scans. The next goal is to implement computer vision
technology in healthcare facilities for more accurate and
timely diagnosis and reduction of the burden on medical
personnel. More large-scale, well-designed prospective
studies are warranted to assess the efficacy of artificial
intelligence-based software in detecting abdominal
neoplasms during screening and for their qualitative and
quantitative assessment with subsequent verification of the
results.
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InucTteMmUYecKum CTaTyC UCKYCCTBEHHOro UHTeJIN1eKTa
B MEAULIMHCKUX NPaKTUKaX: 3ITU4ECKUe Bbi30BbI

A.B. baeBa

MocKoBCKWI rocyfapcTBeHHbIN yHuBepcuTeT MMen M.B. JlomoHocoBa, Mocksa, Poccus

AHHOTALIMA

B coBpeMeHHBbIX HayuYHbIX UCCNEA0BAHNAX B MOCNELHEE BpEMS BCE Yalle MOSBNSTCA AUCKYCCUMM O TOM, YTO B CBS3Y C pas-
BMTUEM TEXHONOMMA UCKYCCTBEHHOTO MHTENNEKTA BCTAT BONpoCckl 06 06BEKTMBHOCTH, NPaBAoNOA0bHOCTY M JOCTOBEPHOCTH
3HaHMs, a TAKKE 0 TOM, He 3aMEHST 1K 3TU TEXHONOTMM QUIYpy SKCMepTa KaK Ty MHCTaHLMI0, KOTOpas A0 CUX Nop BbICTynana
rapaHTOM 0OBEKTMBHOCTM M LIEHTPOM NPUHATUA pelueHmii. CoBpeMeHHble UCTOpuKky Haykm J1. [lacToH u [1. ManucoH B cBoen
KHWUre, NOCBALLEHHON UCTOPUM Hay4HOW 06BEKTUBHOCTU, FOBOPAT O CMEHSIEMOCTU «3NUCTEMUYECKUX fobpofeTeneii», B Ka-
YecTBe OJHOMW M3 KOTOpBIX C ONpeeNeHHOro MOMeHTa YTBEpPAMIach U 06bEKTUBHOCTL. [1py 3TOM BbIABUMXKEHWE TOW UK UHOM
L0bpoAeTeny, perynupyroLLen Hay4HYH CaMoCTb, TO €CTb BbICTYMAOLLEN HOPMATUBHBIM NPUHLMIMOM A7 YYEHOrO Npy Bbibope
cnocoba BUAEHUA U HAYYHOI NPAKTUKMK, 3aBUCUT OT NPUHATUSA PELLEHWUN B TPYAHBIX Cydasnx, TPEOYIOLLMX BOSM U OpaHUYeEHUs
camocTu. B 3TOM cMbicne anucTeMonorus CoeauHAETCA C STUKOM: YYEHBINA, PYKOBOACTBYACH ONPeLeNnéHHBIMUA MOpanbHLIMU
MPUHUMNaMK, OTAAET MPeAnouTeHUe TOMY WM MHOMY cnocoby noBeAeHws, Bbibupas, HampuMep, He Boniee TOYHOE W30-
BpaxKeHue, CAenaHHoe OT PYKM, a HepeTyLUIMPOBaHHY0 doTorpaduio, BO3MOXKHO, HEUETKYIO, HO MOMTYYEHHYK MeXaHUYeCK!,
a 3HauuT — Bonee 06BEKTUBHYIO M CBOOOAHYI0 OT KaKoii-nMbo npuMecy cybbeKTUBHOCTW. B 3ToM cBA3M Hebe3bIHTEpECHBIM
NpeLCTaBNIAeTCA IMUCTEMUYECKMIA CTaTyC COBPEMEHHBIX TEXHONIOMMIA HA OCHOBE WCKYCCTBEHHOTO WHTEN/IEKTA, KOTOPble BCE
bonblue bepyT Ha cebs BYHKUMM HAy4HOW CaMOCTU, B TOM YUCTIE M B YaCTU OKa3aHUA BIUSIHUA Ha MPUHATUE KOHEYHBIX pe-
LUEHMIA U NONyYeHUe 0OBEKTUBHOO 3HaHWSA. TaK, HanpuMep, B 06nacT MeauUMHBEI poboTU3MPOBaHHbIE annapaThl e OKa-
3bIBalOT CYLLECTBEHHYHO NOALEPIKKY: UM NepefaeTcs YacTb GYHKUMK, HanpuMep, Bpaya NepBoro 3BeHa ans cbopa u aHanu3a
CTaHAapTM3MPOBaHHbIX AaHHBIX O MaLWeHTe W AMarHoCTMKW. EcTb npepnonoxeHue, yto B brmkaiilee BpeMs BCE Bonblue
o0bs3aHHoCTel byneT nepenaBaTbcs UCKYCCTBEHHOMY MHTENNEKTY: 06paboTka faHHbIX, pa3paboTKa HOBbIX IEKAPCTB M CMo-
c0DO0B NleyeHus, HanaxmBaHUe AMCTAHLMOHHOIO B3aUMOAENCTBUA C MALMEHTOM W p. 3HAUUT M 3TO, YTO Hay4Has caMoCTb
MOXET BbITb 3aMEHEHa afropuTMaMK Ha OCHOBE UCKYCCTBEHHOMO MHTENNIEKTA, @ Ha CMeHY 00BbEeKTMBHOCTU NpUAET fpyras
anucTeMMyeckas [,obpoaeTenb, OKOHYaTENbHO Pa3pbiBaloLLas CBA3b 3TUKU WU 3MUCTEMONOMMW, — 3TOT BOMPOC HYMAeTcA
B MCCNEA0BaHMN.

KnioueBble cnosa: CoBpeMeHHble Hay4Hble NMPaKTUKHK; 00bEKTUBHOCTb; ANUCTEMUYECKAA ,U,OGpO,U,E‘TEJ'Ib; Hay4Haa CaMoCTb;
TEXHOJIOTMN Ha 0CHOBE MCKYCCTBEHHOI0 MHTENIEKTA.
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Epistemic status of artificial intelligence
in medical practice: Ethical challenges

Angelina V. Baeva

Lomonosov Moscow State University, Moscow, Russia

ABSTRACT

Advances in artificial intelligence have raised controversy in modern scientific research regarding the objectivity, plausibility,
and reliability of knowledge, and whether these technologies will replace the expert figure as the authority that has so far
served as a guarantor of objectivity and the center of decision-making. In their book on the history of scientific objectivity,
modern historians of science L. Duston and P. Galison discuss the interchangeability of “epistemic virtues,” which now include
objectivity. Moreover, selecting one or another virtue governing the scientific self, i.e., serving as a normative principle for a
scientist when adopting a perspective or scientific practice, depends on making decisions in difficult cases that require will and
self-restriction. In this sense, epistemology and ethics are intertwined: a scientist, guided by certain moral principles, prefers
one or another course of action, such as choosing not a more accurate hand-drawn image but an unretouched photograph,
perhaps fuzzy, but obtained mechanically, which means it is more objective and free of subjectivity. In this regard, the epistemic
standing of modern artificial intelligence technologies, which increasingly perform the functions of the scientific self, including
influencing ultimate decision-making and obtaining objective knowledge, is intriguing. For example, in medicine, robotic
devices considerable support and are assigned some of the responsibilities of a primary care physician, such as collecting and
analyzing standardized patient data and diagnosis. It is expected that artificial intelligence will take on more tasks such as data
processing, development of new drugs and treatment methods, and remote interaction with patients. It remains to be seen
whether this implies that the scientific self can be replaced by artificial intelligence algorithms and another epistemic virtue will
replace objectivity, thus breaking the link between ethics and epistemology.

Keywords: modern scientific practices; objectivity; epistemic virtue; scientific self; artificial intelligence technologies.
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INTRODUCTION

The integration of artificial intelligence (Al) technologies
into modern scientific practices, especially within the medical
field', poses significant questions for researchers. Among
these questions are the epistemic nature of Al and the ethical
challenges it presents. Clarifying the epistemic nature of Al
becomes significant as its widespread adoption in scientific
practice raises concerns about how technological agency
may threaten the decision-making authority of healthcare
professionals (HCPs) and challenges the traditional notion
of objectivity as a fundamental virtue in scientific inquiry.?

In a notable study exploring the historical concept of
objectivity, L. Daston and P. Galison [1] used specific material
scientific practices, particularly the creation of visual images
for scientific atlases. Their study showed that throughout
history, objectivity as an epistemic virtue has rested on two
main aspects: epistemic virtues (especially objectivity) and
visuality.

“Delving into distinct forms of scientific perception places
two crucial questions at the forefront: What practices are
needed to produce this kind of image? What practices foster
the development of a scientific persona capable of such
a perception? The history of scientific vision consistently
demands this double motion, toward the evolution of an
epistemology centered on imagery, on one hand, and
toward the ethical refinement of the scientific individual,
on the other. Fidelity to nature has always borne a triple
responsibility: visual, epistemological, and ethical. However,
what unfolds when fidelity itself is abandoned and nature
blends with the artifact? We concluded by glimpsing into
contemporary scientific atlases: depictions in which creation
is synonymous with observation” [1]. These two aspects are
intertwined through particular methodologies of visualizing
the functional elements of science.’

Through alterations in imagery and practices, various
epistemic virtues are exemplified. In this respect,
the challenge posed by the evolution of visualization
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through digital and Al technologies impacts both the
epistemological virtue of objectivity and the scientific
persona. In current scientific discourse, various methods
of visualization (including diagrams, maps, photographs,
and the creation of atlases) have become dispensable,
forming an integral part of argumentation. Concurrently,
visualization transcends illustration; it becomes a form of
research facilitated by the capabilities of modern digital
technologies. A paradigm shift is underway in how science
is perceived and practiced, characterized by a transition from
representation to presentation. Manipulating the observed
object or phenomena now equates to manipulating a visual
representation. Computer modeling and imaging represent
the subsequent revolutionary frontiers in science following
observation and experimentation. In this context, a pressing
question emerges regarding the present and prospective
state of objectivity as an epistemic virtue in the era of
digitization and scientific innovation, where technology and
engineering play a significant role in knowledge production,
shifting from discovering facts to inventing them. What are
the emergent scientific methodologies? Does the evolution
of virtues necessitate a re-evaluation of the underlying aims
and goods associated with specific practices? Can we define
the scientific persona in terms beyond virtues, and how might
the incorporation of Al technology reshape it?

MODERN SCIENTIFIC PRACTICES:
MATERIALITY AND EPISTEMIC STATUS
OF ARTIFACTS

Contemporary scientific practices blur traditional
boundaries between objectivity and subjectivity, the abstract
and concrete, and the discovered and constructed. Artifacts
have played a significant role in shaping scientific knowledge
and influencing its main characteristics, notably objectivity,
which is now viewed not as an abstract scientific quality
detached from the observer but as intimately intertwined with
subjective engagement. Advancements in technology have

! When we speak of modern scientific practices, we are referring to a fundamentally complicated and empirically diverse scientific space that includes
not only propositional knowledge production modes, but also various non-propositional forms using graphs, diagrams, visual images, etc. A research
project by A. Mol is one of the most striking examples of how scientific practice not only recognizes its object, but also creates it in practice. This
study is dedicated to the multiplicity of medical practice ontology, using the example of the implementation of diseases such as atherosclerosis in
branched practices [2].

2 QObjectivity, viewed as an epistemic virtue, emerges during a particular historical phases characterized by intricate coordination between the observer
and the practice of observation. It manifests through district visual practices and visualization technologies, as epistemic virtues are cultivated as
stable traits in specific research methodologies, thereby shaping a unique scientific identity. Each manifestation of the scientific self-pursues a
particular good, implying that sustainable practices are those capable of fostering the evolution of epistemic virtues.

3 In the second half of the 19th century, the concept of “speaking for nature itself” emerged as a fundamental principle driving a new form of scientific
objectivity. Concerned about human interference between nature and science, French physiologist Etienne-Jules Marais and his contemporaries, who
studied many visual methods of science, turned to mechanical image reproduction to eliminate potential biases. Employing polygraphs, photographs,
and other technologies, they attempt to create atlases that served as the definitive guides of observable science, similar to a scientific Bible.
These atlases revolutionized discussions surrounding scientific objectivity [3]. Atlases serves as functional tool for visual sciences by training the
observer to recognize certain objects as exemplary (commonly referred to as typical) and to perceive them in a certain manner. In instances where
atlases present images captured through new instruments (such as X-ray atlases from the early 20th century), the entire field associated with atlas
necessitates a fresh interpretive approach. Even in disciplines where other senses are essential, atlases rely on visuals, as they play a crucial role
in refining observational skills [3].
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led to the emergence of technical artifacts,* constructed in
scientific laboratories, and endowed with novel properties
crucial for knowledge creation. Beyond their utilitarian
function, the materiality of artifacts emerges as a critical
aspect. Unlike idealized entities, artifacts are rooted in the
real world, embedded within cultural environments, historical
periods, and social practices, rendering them intentionally
connected (ontologically, rather than causally) to the
processes involved in their interaction. Through the act of
creation, humans reshape and refine nature, generating new
objects that serve as tools for conceptualizing idealizations
and understanding the world. Technical artifacts employed
in scientific endeavors possess distinctive characteristics
and functionalities, constituting integral elements essential
for maintaining scientific knowledge stability. Consequently,
artifacts can be understood as components within a system
imbued with “material,” capable of embodying culture-
specific meanings, mechanisms for production, processes
of learning and interpretation, and catalysts for cultural
evolution. In essence, artifacts hold ontological significance,
embodying the essence of culture in ways that transcend
mere representation and contribute profoundly to the
dynamics of knowledge creation and transformation [4].

The artificial nature of an object cannot be fully
understood in isolation from contextual elements such as
other objects, relationships, and operational frameworks;
these elements collectively unveil the object’s essence as
an artifact. As M. Polanyi suggests, the presence of a tool,
or the tool itself, transcends mere mechanical adequacy; it
assumes a role similar to an extension of the human body,
seamlessly integrated into our physicality or expanding our
bodily capabilities through incorporation. M. Lynch further
elaborates on this notion, referring to Polanyi's concept as
“interiorization” [6], the process through which a physical tool
becomes an integral part of our embodied experience. The
dichotomy between “objective” and “constructed” realities
emerges within laboratory-driven scientific practices, where
the distinction between artifact and natural objectivity is a
subject of intense scrutiny and debate.>

Lynch’'s analysis of artifacts in scientific practices
distinguishes between positive and negative artifacts. Positive
artifacts are characterized by their external manifestation,
such as a blemish on a microscope slide. They form part
of the subjective conditions of observation, relying on
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the instrumental conditions of perception. Lynch outlines
several key characteristics of these artifacts. First, they are
tangible and visible, making them accessible for examination.
Second, they are prevalent and reproducible, often presenting
routine challenges encountered in creating technical images.
Furthermore, once recognized as artifacts, they can be
effectively separated from appropriately constructed image
features like those in an electron micrograph. However, the
detection of such artifacts prompts consideration of whether
they should be acknowledged and integrated into subsequent
analyses and research endeavors.

However, Lynch highlights certain challenges associated
with adopting an “ethnographic” focus on artifacts within
laboratory settings. First, he observes that the artifacts
presented as examples in reports exclude all potential
artificial elements within the studies. This selective
presentation may distort the understanding of what
constitutes an artifact. Second, what is artificial is often
determined by how it is presented in the reporting records.
For example, a neural ultrastructure can be represented as
an analytical dataset. This dataset assumes the status of an
artifact within the field of neural entities accessible through
analysis. The presentation format of the artifact may be
characterized by the two-dimensionality of the photograph;
black and white textural variations that delineate the forms of
the photographed phenomenon; and sequencing photographic
series to depict a continuous sequence of events [6].
Recording can be viewed as a means of visualizing an
otherwise imperceptible phenomenon. However, in numerous
instances, artifacts have been discovered in laboratory
reports detailing previously unanticipated phenomena.
These artifacts emerged as discoveries, representing new
phenomena in previously unexplored areas. These are what
Lynch referred to as situational or negative artifacts. In any
case, Lynch notes that instances of such artifacts evolving
into discoveries imply that the outcome of an observation
or experiment is greatly influenced by the conditions under
which it is conducted.

Lynch provides an illustrative example of the discovery
of the microglia phenomenon as an artifact, elucidating
the interplay between positive and negative artifacts within
scientific practices [6]. Its “incredibility” stemmed not from
empirical impossibility but from being an isolated occurrence
among a more credible alternative narrative. The theoretical

“Artifacts are objects intentionally made to serve a given purpose; natural objects come into being without intervention of any agents. Artifacts
inherently possess intended functions, while natural objects do not” [5]. On the one hand, artifacts are commonly understood as objects created for
specific purpose , distinct from natural objects. On the other hand, modern epistemology studies rightly highlight that a technical artifact can be not
only artificially designed but also a completely natural, living organism used to address certain challenges. In such instances, we must acknowledge
that an artifact’s defining characteristic is not solely its artificiality but rather its use in human cognitive endeavors. Functionality stands as one of its
core properties. “An artifact includes a vaccine, hadron collider, and poking stick. These objects are all connected to the human life-world, defining
them as technical artifacts” [4].

Karl Popper observes that “objectivity is closely linked with the social aspect of the scientific method, emphasizing that science and scientific
objectivity emerge not solely from an individual scientist’s effort to remain “objective” but from the collaborative yet adverse cooperation of numerous
scientists. Scientific objectivity can be understood as the intersubjectivity of the scientific method. However, this social aspect of science is often
neglected by those identifying as sociologists of knowledge” [6].
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framework that gave particular significance to the capillary
microglia (via a series of close-up images) resulted from
a deeper investigation into the phenomenon than would
otherwise have occurred. The microglia photograph posed
challenges not only because it contradicted a laboratory
assumption regarding microglia in brain physiology but also
due to the presence of a competing assumption documented
within the photo. Not only did the appearance of microglial
cells in the laboratory version of brain physiology lack a clear
explanation, but it also served as potential evidence for an
alternative explanation. The depiction of microglia within
capillaries reflects an unconscious construct more than an
accurate representation of reality [6].

In this instance, the example of an artifact did not
manifest in a tangible, positive sense. The actual appearance
of the phenomenon was not the primary issue; rather,
the challenge stemmed from a different interpretation of
materiality. Axon sprouting showed a material extension
in a direction contrary to what had been widely accepted
as indisputable among laboratory researchers, sparking a
challenge based on an alternative material argument [6]. This
artifact became evident within a specific discourse regarding
sprouting axons, leading to controversy. In scenarios like
this, where conflicting viewpoints clash, the artifact assumes
a role that is more similar to an “antithing” rather than a
concrete object. Artifacts transcend being mere “things;” they
can also represent opportunities that emerge in contrast to
established expectations. These characteristics were often
noted by their absence rather than presence observations
(such as spots, stains, and blurring in photographs, which
could be interpreted as “intrusions”).® In this context, the
artifacts arose within the realm of uncertainty.

Negative artifacts are not viewed as intrusions,
distortions, or specific defects in the observed field but
rather as the absence of the expected results or effects. In
the context of negative artifacts, the lack of a positive result
from an experiment or observation implies the adequacy
of the laboratory procedures undertaken, allowing for
an examination of any factors that may have contributed
to the achieved result. Failure caused by uncertainty
prompts an investigation into why the desired result was
not achieved. Lynch considered the uncertainty associated
with such negative results as an essential addition to the
technical framework necessary for achieving objectivity [6].
The implications of failure vary depending on the local
circumstances, with some instances being attributed to
approximately objective factors.

In research endeavors aiming to minimize subjective
errors, positive artifacts manifest as intrusions within
the visual domain of a natural phenomenon. Conversely,
negative artifacts signify the ongoing search for an elusive

Vol. 5 (1) 2024

Digital Diagnostics

object, highlighting the investigation process itself. However,
mere search efforts are not enough to avoid errors;
achieving success requires controlling circumstances to
achieve the desired result. Negative artifacts represent the
potential existence of “hidden” elements, much like the
artifacts themselves, which conceal their presence until
technical modifications unveil their existence during testing.
Consequently, negative artifacts set the stage for actualizing
previously unforeseen objects under specific circumstances.
When errors occur, they are attributed to subjective factors
hindering the accurate representation of the object itself.
Furthermore, tools and equipment have imperfections,
defects, and associated errors. As elaborated below,
the materiality inherent in scientific practices profoundly
influences the attainment of scientific objectivity and bestows
epistemic significance upon the technologies utilized in its
attainment.

MODERN MEDICAL PRACTICES:
DISTRIBUTED AGENCY AND THE
EPISTEMIC STATUS OF Al

The rejection of the traditional cognitive subject—object
model within scientific research, marked by the “material
turn,” attributes all aspects of the research process and its
outcome (i.e., scientific knowledge) to social characteristics.
“Forgetting artifacts (in the sense of tangible objects) has led
to the creation of another kind of artifact (in the sense of an
illusion): a society sustained solely by social constructs” [7].
As a result, the knowledge we obtain is determined by the
social processes involved in its production. This acquired
knowledge represents the final result of the scientist’s
work. In classical science, knowledge acquires a logical
form because it aligns with the object studied. However, in
contemporary practice, knowledge attains scientific status
not only because of its logical correspondence with reality but
also due to its functional utility within society as an artifact.
This functional success often marks the social processes
involved in its production. The scientist’s role is not merely
detached from the research object but involves a specific
form of subjectivity characterized by submission to the
object’s resistance to complete control. This dynamic creates
a sense of scientific subjectlessness in which the scientist
is an evaluator of an ever-present object but lacks ultimate
authority in its judgment. B. Latour argues that within the
realm of science, there is no concept of authoritative finality
found in legal proceedings (“the authority of the adjudicated
case (res judicata)” [8]. However, he introduces the notion
of an independent hybrid entity as a third party in decision-
making processes. These hybrids serve as representatives
speaking on behalf of scientists who, in turn, speak on

¢ For example, Galileo’s experimental method, in contrast to Bacon's empirical approach, facilitates the integration of speculative frameworks and
empirical models through technical engagement act. Simultaneously, the observation of sunspots through a telescope had to be justified as a product

of observation rather than an artifact generated by the telescope itself.
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behalf of “things" or objects under study. In this context, the
scientist's role shifts from attempting to dominate the object
to enabling it to express itself (“make it speak”). The facts
play a dual role; they represent what they speak about and
determine the truth of their statements [8; p. 82].”

For Latour, science is not just discourse; it is primarily
a network of practices for fact production. In the context of
understanding science as technoscience, where technology
and engineering are not merely applied to science but are
integral to development, Al occupies a unique epistemic
status as an agent (or actor) that cannot be excluded from
the scientific practice where it operates. Consequently, the
question of innovation in science during the digital age is
closely related to how scientific identity is evolving. What
actions must scientists take to nurture science, and how
does objectivity as an epistemic principle fare in today’'s
landscape? By the end of the 20th century, the emergence
of new technologies and a hybridized approach to scientific
inquiry relegated what was once considered a method of
representing nature to a secondary role. The integration of
natural elements and human-made artifacts in the scientific
realm, particularly in creating images at the atomic scale,
shifts the focus from representation to presentation
strategies.® Within the context of nanotechnology’'s
evolution from the 20th to the 21st century, Daston and
Galison introduced the concept of “image-as-tool” to
describe a new approach to scientific visualization. This
conceptual shift redefines modern scientific images; and
transcends mere representations to become active tools
for manipulating and exploring the depicted objects.’ In
this sense, the most profound change, delineating the
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shift from representative to representational strategies,
unfolds precisely within the domain of the scientific
self. In this amalgamation of disciplines, the delineation
between the scientist and engineer, once sharply defined,
gradually fades. As this convergence solidifies into a
unified scientific-engineering identity, a new perspective
on images emerges. No longer mere representations,
these images assume an active role as tools that are
seamlessly integrated into the scientific apparatus. They
are similar to computer screens that reveal the intricate
maneuvers of a robot performing surgery from a remote
location, adjustments made to satellites orbiting in space,
the processes involved in chemical reactions, or the
delicate task of defusing a bomb [1]. Modern scientific
practices, especially those driven by Al, increasingly seek
to minimize human subjectivity'® in creating and observing
objective images. This trend extends to the point of
potentially eradicating the human self from the process
to prevent any potential interference or misinterpretation
of the observed phenomenon. This prompts a critical
question: are these new technologies posing a threat to the
traditional scientific self, historically guided by objectivity
as an epistemic virtue? Moreover, are we witnessing the
emergence of new epistemic regimes that break the link
between ethics and epistemology? Alternatively, could
algorithms replacing human agency in scientific endeavors
be the new custodians of epistemic virtues?

For example, the image of a disciplined, meticulous
observer who refrains from intervening in the process but
only impartially records and accurately interprets observed
phenomena embodies the essence of the “objective” scientist.

7 ltis no coincidence that the realms of law and science are closely linked; they both share a common virtue, impartiality, achieved through meticulous
distance and precision. Each area has its unique language and mode of thinking. For example, Latour suggests viewing the Council of State as
a laboratory in the search for objectivity pursued by scientists. “The role of the conseiller du gouvernement is similar to that of a scientist to the
extent that they speak and publish under their own name; similarly, scientist all possess elements similar to the conseiller du gouvernement,
seeing themselves as enlightening the world. The conseiller du gouvernement is, thus a strange and complex hybrid, embodying the sovereignty of
lex animata, law incarnated in a person, yet their declarations bind only themselves <...> the conseiller du gouvernement is a unique exemplar of
producing objections, or, of objectivity” [8]. The fundamental link between legal and scientific endeavors lies in the art of manipulation of texts and
records in a broader sense.
8 This transition is characterized by the following state: “On one side are the older atlases that aimed, through representation, at fidelity to nature.
Capturing nature accurately on the page might align with the 18th-century concept of truth-to-nature, yet it could also adhere to 19th century’s
mechanical objectivity or 20th-century trained judgment. On the other side are the newer forms of image galleries that serves as presentations,
where the presentational strategy can include either new entities (such as rearranged nanotubes, DNA strands, or diodes) or the presentations’
explicit embrace of deliberate enhancements to clarify, persuade, delight—and sometimes, market” [1]. 0.E. Stolyarova notes that by highlighting
these two strategies (representational and presentational) Daston and Galison implicitly create an ontology of “collective formation” [9], with
epistemological implications that, using |. Hacking terminology , involve intervention as the formation of the new rather than the reproduction of the
existing. This pragmatically interpreted constructivism imposes an ontological framework on our theorizing and practice, shaping what is termed as
“second nature.” In modern epistemology, the concept of the subject is evolving; the disembodied subject is giving way to the embodied subject. The
outcomes of the embodied subject’s engagement with the world no longer merely yield subjective images of an objective reality but rather artifacts
that, according to Latour, expand our capacities and connect us with other individuals and social groups, thereby changing our needs.
The ability of modern scientists to manipulate nanoobjects and their nanoimages is in itself amazing. However, equally surprising is the fact that
“produced by an atomic force microscope that measures the force between a tiny probe and a surface over which the probe scans, [these figures are]
not intended to depict a “natural” phenomenon. Instead, this and similar haptic images are part and parcel of the fabrication process itself” [1].
Note that the desire to minimize the self not only goes along with the desire to minimize subjectivity and thus errors related to the human factor,
but “makes some routine procedures unnecessary for HCPs. The reduction of time and material costs is another important advantage of using Al in
medicine” [10].

9
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To achieve objective (i.e., to uphold the epistemic virtue of
objectivity), it was not simply about advancing scientific
knowledge, but primarily about relinquishing personal biases
and desires, such as refraining from altering a photograph.
In this context, a change in epistemic virtues is not just a
change in scientific practices but a also change in the ethical
guidelines that guide a scientist's behavior. However, as
observed by Daston and Galison, “Yet these three virtues all
served, each in its way, a common goal: what we have called
a faithful representation of nature” [1]. In the 20th century,
traditional methods of representing nature, which seemed
self-evident, were pushed into the background with the
emergence of new technologies. This shift also transformed
and significantly broadened scientific identity, now
acknowledging neural networks and Al-based technologies
as essential non-negotiable elements in decision-making
processes.'!

As visual representation in scientific endeavors
is increasingly interconnected with computers and
computational formats, their digital materiality requires
a special approach.'? In the not-so-distant past, as the
20th century transitioned into the 21st century, there
was a belief that the role of the scientist-observer would
eventually be supplanted by enhanced algorithms and
imaging technologies devoid of human intervention.
However, the creation of new digital atlases, in contrast
with earlier brain mapping methods, now imposes new
requirements on exercising control and limiting personal
biases in pursuit of what is termed “digital objectivity”'® [12].
Digital scans are integral to a complex infrastructure that
provides visual knowledge in a manner distinctly different
from merely assessing mechanically generated objective
representations by an observer. Alongside the objective
perspective, a relational viewpoint becomes imperative,
treating the image as a dataset intertwined with the
object under investigation. Within the realm of big data in
science, the pursuit of delivering intricate and exhaustive
data representations often results in a selective reflection
of significant information. This selectivity is largely shaped
by the technologies and platforms used for data collection,
as well as the fundamental ontological perspectives guiding
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the data. In essence, the data suggest a selective view that
is tuned certainly and limited to the use of certain tools [13].

Emerging methodologies in data analysis, such as
advances in machine learning, computer vision, and
innovative visualization techniques, are revolutionizing
modern scientific investigations. In fields like nanoscience,
where the emphasis lies on discovering and exploring
new phenomena, a unique form of visualization is crucial
to capture these phenomena effectively. However, the
question of whether a new mode of representation
is emerging may not have a straightforward answer;
there could be uncertainty regarding the novelty of such
methods. Nevertheless, there is no doubt that in fields like
nanotechnology and other dynamic scientific fields, strict
adherence to replicating the exact properties of the study
object is no longer the dominant requirement for the object
under study. Digital atlases, beyond attaining mechanical
objectivity through scanning and visualization technologies,
“are shaped by the deployment of computer-supported
statistical and quantitative tools, serving as additional
means for validation and ensuring objectivity” [12]. In
these contexts, the assumption is that digital imaging
can promote the epistemic ideal of objectivity by using
automated processes, thereby reducing the need for human
intervention in data processing.

Finally, the evolution of scientific value manifests itself
in the transformation of the epistemic virtue of objectivity.
Initially rooted in the historical ideal of science, objectivity
now assumes a new form as a scientific value, intertwined
with the pursuit of refining artifacts toward a more
instrumental image. This transition from representation
to presentation becomes a turning point in the history of
visual practices and objectivity, highlighting the coupling
of representation practices with their construction
process; the accuracy of photographic images does not
delegate objectivity to technology as a desire to minimize
subjectivity.™

Introducing Al-based technologies and computer
vision aims to standardize image streams for primary and
automated defects and pathology detection, as well as
upscale screening programs. For example, a biomedical

For example, observing and visualizing using digital atlases of the brain is mainly done behind a computer monitor [11]. This implies changing

the relationship between the observer, the object observed, the technologies used, and the institutional arrangements that enable the practice of
surveillance. A digital atlas, in contrast to the atlases discussed by Daston and Galison, takes on the characteristics of a tool that is not so much a
representative as a presenter, since it can both represent and be used to improve representations.

=

For example, a brain scan result is not a static snapshot, and some of Daston and Galison's assumptions about mechanical objectivity do not directly

apply to brain scans [11]. Advances in computer technology have integrated brain scans into a digital and networked context, leading to brain scans

less representative but more presentative.

@

During the 1990s, known as the Decade of the Brain, numerous digital and electronic resources were developed to facilitate the organization and

integration of various neuroscience sub-fields. This approach, termed neuroinformatics, aims to rationalize and integrate sub-fields. In the process
of developing atlases, the definition of objective neuroscientific knowledge undergoes significant redefinition. This redefinitions influenced by the
technological possibilities of these tools and the standardization constraints inherent in projects involving multiple measurements. The term “digital
objectivity” is proposed to describe a specific configuration of ideals, methodologies, and cognitive objects in modern cyberscience [12].

" For example, R. Buiani details cases where technology falls short in detecting significant differences, prompting researchers to manually enhance,

highlight, and organize image elements [14].
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Fig. 2. Screenshot of the project page for a telemedicine platform for HCPs describing the services provided.

image analysis service in Moscow explores using Al data
analysis for decision support in healthcare." This service
minimizes diagnostic error risks but does not eliminate
false positives. HCPs are integral to the process but work
alongside Al in a hybrid model. HCPs' objectivity in decision-
making hinges on data analysis from the service. Initially,
however, HCPs' expert opinion is not required, only becoming
necessary if the Al results are unsatisfactory. Computer
vision algorithms analyze images, reviewed by experts if
necessary (Fig. 1 and 2).

' The study includes three projects: Experiment on the Use of Innovative

ETHICAL CHALLENGES: PROS
AND CONS OF AGENCY AND THE
SUBJECTIVITY OF Al

Al-based robots are already providing significant assistance
to both HCPs and patients in diagnosis, therapy, and surgery.
Russia has embraced robotic medical systems, as exemplified by
the Assisted Surgical Technologies robotic surgeon.' In therapy,
a preliminary diagnosis is traditionally made by a primary care
physician. However, robots are already doing this job; special

Computer Vision Technologies for Medical Image Analysis and Further

Applicationinthe Moscow Healthcare System; HUB Al Consultant (service for automatic X-ray analysis for HCPs), and Speech Recognition Technologies
in Healthcare using an Al-based technology for automatic conversion of spoken speech to text to help HCPs to voice control a workstation and dictate

diagnostic findings instead of typing them manually [15].

¥ https://new.fips.ru/registers-doc-view/fips_servlet?DB=RUPAT&DocNumber=2715400&TypeFile=html [Accessed 09 February 2024].
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sensors placed on the patient’s body gather all the information
and transmit it to the HCP in case of abnormalities. The system
can diagnose in place of an HCP. The Russian RoboScan
diagnostic system performs automated ultrasound scanning.

The proper use of neural networks in medical practice,
such as detecting pulmonary COVID-19 lesions, helps in
reducing tomography's radiation dose. A pre-trained neural
network model acts as an expert,"” enhancing objectivity by
standardizing data collection, initial diagnosis, and, sometimes,
preliminary decisions. This shift reduces the burden on HCPs,
allowing them to focus on data analysis, interpretation, and
conclusion. Increasingly, HCPs delegate responsibilities to
Al, including data processing, diagnosis, treatment planning,
patient interaction, and decision-making. However, this trend
prompts questions about Al's potential to completely replace
HCPs and the ethical challenges that may arise [15-16].

What are the consequences of misdiagnosis or failure to
detect a pathology, and who bears the responsibility for these
decisions? Russia stands among the pioneers globally in
recognizing the risks and threats, delineated in the Al Code of
Ethics [17], as threats to human rights and freedoms, associated
with the digitization and application of Al technologies within the
medical field. These threats to discrimination, loss of privacy,
loss of control over Al, potential harm to individuals stemming
from Al errors, and misuse of Al. For example, the Russian
Service for Surveillance in Healthcare recently suspended the
use of a system designed to analyze computed tomography
images, known as Botkin.Al, citing concerns over “the threat
to the life and health of citizens.”®

The traditional domain of decision-making, once the sole
purview of human experts, is now shifting toward Al systems.
Given that achieving a Technosphere similar to nature
necessitates delegating decision-making authority to technical
systems, this trend is expected to continue over the next 10—
20 years." Concurrently, the digital transformation of modern
medicine is occurring not only at a procedural level but also
at the communicative interface, where HCPs and patients
may find themselves separated by technological barriers.
Indeed, digital technologies usher in an era of expanded
network space, significantly augmenting the potential to
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bride and surpass existing, notable geographical boundaries
between HCPs and patients. This paradigm shift also opens
avenues for the potential replacement and displacement of
expert HCPs from their traditional professional domains, yet,
among these transformations, opportunities have emerged
to form a networked collective expert subject through digital
laboratories and multidisciplinary discussions [19].

The inclination toward substituting and partially displacing
the expert functions of the HCP with quasi-expert functions using
digital technologies indicates a new form of communication.
This shift moves from the traditional dynamic between an
expert (medical professional) and a layman (a nonspecialist
patient) to a hybrid model of “doctor plus software to patient”
and, in the long run, to a “software to patient” communicative
model. This evolution challenges the expert status of HCPs,
transferring the role of possessing absolute or near-absolute
knowledge to digital programs. Although this model is
technocentric, it also, to some extent, becomes patient-
centered by leveling the physician’s role [19; pp. 166-167].
The delegation of expert functions to technologies reflects a
broader trend aimed at mitigating diagnostic errors by HCPs.
The higher accuracy of Al in diagnosing pathology or predicting
disease risks fuels the desire to substitute expert functions with
algorithms. Consequently, decision support systems claim to
be not merely human tools but full-fledged actors performing
complex procedures. This progression diminishes irreparable
biases. Technology assumes the responsibility of making
judgments about the reality it perceives [19; pp. 167-168]. In
this context, it is foreseeable that if the trend persists to limit
human involvement in favor of Al, we will inevitably confront
the need to view Al-based technologies not merely as tools
but as entities with full agency and subjectivity, accompanied
by their advantages and drawbacks.
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7 “The proposed method reduces the total number of X-ray projections and the radiation dose required for COVID-19 detection without significantly
affecting the prediction accuracy. The proposed protocol was evaluated on 163 patients from the COVID-CTset dataset and achieved an average
dose reduction of 15.1%, while the average reduction in prediction accuracy was only 1.9%. Pareto optimality was improved compared to the fixed

protocol” [16].

18 https://www.kommersant.ru/doc/6350252 [Accessed 09 February 2024].

¥ No comprehensive studies have yet explored the perspectives of HCPs and patients regarding their the implementation of Al into medical practice.
However, a recent public opinion survey, the first of its kind to assess HCPs' interest in using Al in medicine and healthcare while also identifying
challenges and prospects, reached an optimistic conclusion. According to the survey, “Russian HCPs are supportive of Al in medicine. Most respondents
believe that Al will not replace them in the future but will instead serve as valuable tool for optimizing organizational processes, research, and
diseases diagnosis.” According to the report, several potential challenges in using Al were highlighted by respondents. These include concerns about
the lack of flexibility and limited applicability in controversial situations (cited by 64% and 60% of respondents, respectively). Additionally, 56% believe
that decision-making using Al could be challenging when there is no sufficient information available for analysis. One-third of HCPs expressed worry
about the involvement of specialists with limited experience in Al. Notably, 89% of respondents believe that HCPs should be actively participate in
the development of Al for medicine and healthcare. Interesting, only 20 respondents (6.6%) agreed that Al could replace them at work. However, a
significant majority (76%) of respondents believe that in the future, doctors who use Al will replace those who do not” [18].
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